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Abstract

One of the key components of power systems is the Power Transformer (PT), being paramount for

the functioning of modern electrical grids and, as such, always under constant usage for current

industrialization activities. This permanent usage of the asset, coupled with higher than rated loads

and cost reduction activities greatly increase failure rates and as a consequence can reduce the PT’s

lifespan. Given this, one of the most important problems in the PT field is the prediction and diagnosis

of failures. Different hydrocarbon gases dissolved in PT oil, are generated by, and thus indicative of,

many fault types, as such being one of the most important information sources for repair actions.

Dissolved Gas Analysis (DGA) is the method by which the concentrations/ratios of these gases are

measured, being one of the most important data obtention techniques whose output is employed by a

myriad of different methods. However, DGA is very costly, increasing proportionally to the number of

gases measured, requiring expensive materials, incurring lab costs for chemical analysis and making

diagnosis operations slower, having to wait for the process to be performed for each gas. Thus said,

we present a method for DGA data subset selection, with the intent of identifying the minimal set of

gases that can be used by any existing approach with a negligible decrement in overall performance.

Our approach integrates Machine Learning (ML) and subset selection techniques to provide as an

output both the selected gas subsets and the models which can complete this incomplete set with the

predicted values of the discarded DGA variables. We conclude this work with a thorough validation

approach testing the obtained subsets and models in a set of common DGA interpretation methods.
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Resumo

Um dos principais componentes dos sistemas energéticos é o Transformador de Potência (PT), fulcral

para o funcionamento das modernas redes elétricas e, como tal, sempre em uso constante para as

atividades atuais de industrialização. Este uso permanente do ativo, juntamente com cargas maiores

do que os limites estabelecidos e atividades de redução de custos, aumenta em muito as taxas de

falha e, como consequência, pode reduzir a vida útil do PT. Diante disso, um dos problemas mais

importantes no campo de PTs é a previsão e diagnóstico de falhas. Diferentes gases de hidrocarbonetos

dissolvidos no óleo do PT, são gerados e, portanto, indicativos de muitos tipos de falhas, como tal

sendo uma das mais importantes fontes de informação para ações de reparo. A Análise de Gases

Dissolvidos (DGA) é o método através do qual as concentrações/rácios destes gases são medidos,

sendo uma das técnicas de obtenção de dados mais importantes, sendo estes dados utilizados por uma

miríade de diferentes métodos. No entanto, a medição dos diferentes gases é muito cara, aumentando

proporcionalmente ao número de gases medidos, exigindo materiais caros, incorrendo em custos

laboratoriais para análises químicas e tornando as operações de diagnóstico mais lentas, tendo que

aguardar a realização do processo para cada gás. Dito isto, apresentamos um método para seleção de

subconjuntos de dados de DGA, com o intuito de identificar o conjunto mínimo de gases que podem

ser usados por qualquer abordagem existente com um decréscimo insignificante no desempenho geral.

A nossa abordagem integra aprendizagem máquina (ML) e técnicas de seleção de subconjuntos para

fornecer como resultado os subconjuntos de gás selecionados e os modelos que podem completar

este conjunto incompleto com os valores previstos das variáveis DGA descartadas. Concluímos este

trabalho com uma abordagem de validação exaustiva testando os subconjuntos e modelos obtidos

num conjunto de métodos comuns para interpretação de DGA.
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Chapter 1

Introduction

The energy sector is, and has been for a long time, an ever expanding universe of inspiration, talent,

innovation, but also concern. A lot of thought has been given to the way power is generated,

transmitted and consumed, being the driving force of the current human society.

In this thesis we set our focus on a particular, and arguably extremely important, part of this sector,

the Power Transformer (PT). While inside the spectrum of all its problems we aim at developing a

general and efficient method for Dissolved Gas Analysis (DGA) gas subset selection, to reduce costs,

error and downtime of PTs.

The remainder of this chapter will be divided into the following parts: (1) First, we provide further

context to the area of our work, looking at some of the most common problems tackled in this

field. (2) Then, we proceed to define our specific problem and the associated objectives of the work.

(3) The employed methodology is then briefly explained. (4) A brief explanation of the contents of

the chapters to come follows. (5) Finally, a summary of this chapter is provided.

1.1 Context

The way in which we interact with energy has always been the primary force shaping human society.

From the first fires that allowed us to conquer the night, to the massive power plants that carve

entire landscapes, we were always driven to obtain more power and control over it.

The energy sector is a global and highly competitive market place [18], where innovation, efficiency

and human ingenuity are at the forefront of its every facet. In the most recent decades this has become

1
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even more apparent, with a global trend of privatization and deregulation in this sector [17, 24], which

has greatly increased an already fierce competition.

Amongst all the apparatus in the power systems, the PT is the most ubiquitous [18], and arguably

after the generators themselves, the most important and studied. Competition has driven decisions

to increase the load put on PTs, sometimes beyond the expected limits [17]. This, coupled with

reduced maintenance as a cost saving measure creates a powerful recipe for PT failure. The fact that

most currently operating PTs were installed in the 80s and are currently nearing or exceeding their

expected operational life [42] further compounds the problem. All these factors combined lead to the

expected and observed worldwide increase in PT failures [42], despite their very high reliability [18].

Other than the, somewhat obvious, consequences of PT failures that are the interruption of

power transmission and distribution, electricity unreliability or total blackouts [11, 31], several other

problems exist. These range everything from damage to the PT itself or the power grid, to fire or

even explosions [18, 31]. Although, in case of failure, damage to only the PT is the best case scenario,

this is extremely disrupting, as PTs are extremely costly pieces of equipment, sometimes accounting

to as much as 60% of the total investment in a transformer station [34].

Given the great importance of PTs and the devastating consequences of their failure, several

mechanisms exist to prevent problems, warn the user of their existence or to even automatically

stop the transformer before it goes critical. Traditionally, to impede the occurrence of problems,

preventative maintenance coupled with regular testing was used [17, 33]. However, these methods

incur costs that, in such a competitive economy, simply cannot be afforded. In the end, any solution

found is always compromising, weighting several conflicting factors (safety, cost, environmental

concerns, etc.) [18]. These complex problems have been increasingly motivating the interest in

research and development of data-driven decision making solutions.

1.1.1 Problems In This Field

From all the problems related to the management and monitoring of PTs the most commonly

investigated is, by far, fault prediction and diagnosis [33]. Solving this problem implies finding the

causes responsible for an identified PT fault. Whether it is a component malfunctioning, a failure of

the grid, maloperation of the system or any other factor, identifying it is of paramount importance to

resume regular activity as quickly as possible. Therefore, the reason as to why this particular problem

is regarded of so much interest is that it allows PTs irregularities and failures to be corrected faster,
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better and more cost effectively.

Of the various existing methods for solving this problem, the most common is DGA [11, 33],

where different concentrations/ratios of gases in the insulator oil are measured [11, 27, 30]. The data

obtained by DGA is then interpreted by a variety of different methods. Another approach for fault

identification is Frequency Response Analysis (FRA), where energy of a set of standard frequencies

is injected in the PT [33, 42], after which, the incurred perturbations are read from several other

locations.

Remaining Useful Life (RUL) prediction and Health Index (HI) obtention are two very related

problems which, due to their similarities, are usually approached as a singular one. In fact, while RUL

pertains to predicting how long a transformer will last, while HI gives a single number that relates

to the health of the transformer, or very closely, how long it will last [34, 38]. The results of these

analyses can be used to monitor the PT condition and define optimal maintenance strategies [38].

Several other problems with far less prevalence in literature have been identified. These include:

• Load forecasting, where the electricity load put on system in the near future is predicted [28].

• Time to fault regression, where the prediction of remaining time until a fault occurs is

performed [27].

• Power quality prediction, investigating the similarity of the existing power to its normal

parameters [28].

For all of these, however, the literature is scarce, creating, as such, a large investigational space

totally uncharted. This leads to the lack of standard practices in these domains, where each company

or individual attempting to solve these problems does so in a different way with wildly different

outcomes. This, to some extent, is present even for the most common methodologies and problems,

such as DGA and FRA [27].

1.2 Problem Statement

Taking into consideration what we have presented, we opted to tackle an extremely important

problem for which, strangely, no literature was found. This problem, proposed by Efacec, entails

identifying viable (as small as possible) DGA gas subsets that could be used by any of the existing
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or future DGA using methods without significantly impacting their efficacy, which is a problem of

particular importance for several reasons. First, each measured gas incurs a considerable cost, needing

expensive monitoring equipment, expendable resources, expert time, lab time and its associated costs,

encouraging risky maintenance tactics. Furthermore, each gas also adds to the number of operations,

increasing the chances of human error; while slowing down diagnosis tasks, which leads to lost revenue

and impacts public perception (power instability is very damaging). Finally, with more expenditure of

resources, the environmental impact is also increased. Therefore, using a proprietary, Efacec provided,

DGA focused dataset we set out develop an approach that can efficiently tackle our selected problem

of viable DGA gas subset identification.

1.3 Methodology

Due to the proprietary nature of our data and source code, we present an in depth description of

the full data science pipeline tasks performed, with the intent of making our work as general and

replicable as possible. First, a thorough dataset description and visualization process is presented.

Then, all the preprocessing steps, parameters and selection process are detailed. Our full modeling

methodology, where the goal is to restore the discarded variables with the remaining ones, follows.

Finally, the modeling results, including a comparison of the predictions obtained from various DGA

methods on the original and the restored subset data, are presented.

1.4 Document Structure

We will now provide a short summary of the contents of each chapter, their importance, as well as,

how they integrate on the overall goals of this thesis.

1.4.1 Background

In chapter 2: Background we provide the conceptual and theoretical background required to understand

the rest of the thesis. More emphasis and attention is paid to the material directly used in our work,

however, shorter descriptions of related topics will be presented. Further material found to be useful

or to go more in-depth in several areas will also be referenced for the interested reader.
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1.4.2 State Of The Art

In chapter 3: State of the Art we present an overview of the gathered literature, encompassing both

the topic directly at hand and several related ones. A focus has been placed on contents about PT

data-mining problems, nevertheless, some similar issues, such as lifecycle management and diagnosis

simulation, are also presented to give a better overview of the field.

1.4.3 Development

In chapter 4: Methodology we present our proposal for how to solve the selected problem, including

the tested model structures, how each component interacts, the fundamentals that justify our solution

and how our work differs from previous ones.

1.4.4 Tests And Validation

In chapter 5: Tests our test structure is presented, with an explanation of our dataset, the metrics

used for evaluation, tried configurations, optimization algorithms and their parameters, among others.

1.4.5 Results

In chapter 6: Results the outcomes of our tests are explored, looking at how different parameters

affected results, what models attained the best performance, showing training and prediction times

and comparing to other works whenever possible.

1.4.6 Conclusion

In chapter 7: Conclusion we present the main findings of our work, whether our objectives were

accomplished, the main difficulties, limitations and problems of our methodology, as well as, possible

future work and improvements.
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1.5 Summary

The energy sector has continuously seen a rise in importance and competition, with the PT being

amongst the most important apparatus. The drive to reduce costs and downtime, while simultaneously

improving reliability and efficiency has led to the introduction of many challenges. From amongst

these, the most commonly tackled is fault diagnosis, while the most common way to approach it is

using DGA.

With the weight given to DGA by the plethora of methods and types of problems that rely on it we

present a method to obtain viable DGA gas subsets for any number of tasks, as well as, as methods to

recreate the approximated values of the removed/ignored gases, with the intent of creating cheaper,

faster and more effective alternatives for DGA data analysis.

For the rest of the thesis we will start by providing the necessary background materials to

understand the contents, and then analysing the current state of the art in this field. We will follow

by presenting our proposed methodology. The tests and the obtained results for our methods will

subsequently be explained. Finally, we will present the conclusion bearing our main findings.



Chapter 2

Background

In this chapter we are going to present the required theoretical and practical knowledge required to

understand the contents of this thesis. As this is being developed in the data science masters course,

a basic understanding of common algorithms, terminology and methodology is expected from the

reader. Therefore, a focus will be placed on the problem domain of Power Transformers (PTs), their

data and problems. Nevertheless, a brief overview of the crucial parts of our methodology will be

presented, namely of the topic of subset selection.

2.1 The Power Transformer

Figure 2.1: PT labeled with some of the most important components [29]

7
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PTs are amongst the most widespread and crucial apparatus for the existing power distribution

grids, being responsible for adapting voltage levels to the grids’ needs [18]. Their inception dates

back to the 1880s [16], upon which their humble beginnings rapidly expanded in number, complexity

and importance. The most general definition of a PT defines a static machine used to transform,

without changing frequency, power from one circuit to another [19]. The generation of electrical

power is, in general, more efficient at low voltage levels [2], however, the opposite is true for the

transmission of said power, with low voltages incurring more losses. This is a problem that the PT

solves, by changing power characteristics, increasing voltage for transport and then decreasing it back

for consumption [2].

Due to their importance PTs have been developed in many forms for many different uses, and

characterized in different ways1. According to their usage, PTs can be step up or step down

transformers; according to placement indoors or outdoors; according to their power characteristics

three phase or single phase; with many more different categorizations existing [19].

In our work we focus on large power transformers near the power generators. These large

transformers are typically three phase transformers2, with their voltage range being typically from

600V to 5000V [9]. Of course, given their importance these devices are quite complex, having multiple

subsystems, and quite expensive, accounting for the majority of the cost of PT stations [34]. These

large transformers are known for their very high reliability, with a typical well designed and maintained

PT having an expected operational life time ranging from 32 to 55 years [17, 18, 38]. Despite

this, most currently operating PTs are reaching or exceeding their expected end of life, having been

installed in the 1980s, with some even surpassing 60 years of operation [29, 33, 42].

2.1.1 Power Transformer Components

PTs are complex pieces of equipment constituted of many different components. Those that are

typically found in any transformer include cores, windings, insulation materials, tap changers and

bushings [5, 25, 29, 38]. From these some are replaceable, such as bushings, however most are not,

such as tap changers, windings and insulating materials [5, 12, 29].

Some of these components are shown in figure 2.1, such as the bushings, tap changers and the
1The article at [15] was found to have a brief and very understandable explanation of PT basics, including some

history, purpose and types.
2There are typically three phases in power systems, each having a sinusoidal voltage, with offsets between phases of

about 120º [9, 28]
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tank.

The windings are usually handmade out of copper and can be of different types according to

the position of the core, such as shell of core type [29]. These are covered with an insulation paper,

which provides greater mechanical and dielectric strengths [5, 29]. Greater than rated PT loads

cause increased heat production in transformer windings, which can cause damage to the insulation

and power losses [3]. These winding faults, in particular deformation, are difficult to identify before

becoming very severe and are an active area of research [42].

The core is made out of steel, having great magnetic permeability which provides low resistance

to the magnetic flux [29]. This low resistance is very important as PTs must create a path between

windings for the magnetic flux to flow, while reducing power losses as much as possible [5, 29].

The tap changer is the component responsible for adapting the PT functioning to the necessities

of the power grid [5, 29]. By changing the transmission ratio, fluctuations to the voltage levels caused

by grid demand are compensated, with a change in grid demand having an opposite effect in the

voltage levels [6, 29]. This is, if a higher demand is present the voltage will drop bellow optimal

levels, with the tap changer making sure these go back to the desired ones. There are two main

types/classifications of tap changers, with the DE-energized Tap Changer (DETC) only operating

when the PT is not under load, while the On Load Tap Changer (OLTC) operates while the PT is

supplying the grid [38].

Bushings are responsible for making the connection between the PT windings and the power grid

through the PT tank. This component can bear higher than normal voltages, which is of extreme

importance as its malfunctioning is known to be one of the main causes for the extreme PT failure by

explosion [29].

There are a variety of thermal and electrical insulation materials in PTs, which provide it with

greater dialectic strength [5, 29]. These include mineral oil, paper insulation and pressboard. They, in

general, cannot be feasibly replaced during the PT lifetime, with as such, the PT life usually ending

when one of these stops properly performing [29]. The PT oil functions both as an insulator and also

as thermal cooling for the PT [3]. Paper insulation, on the other hand offers no cooling function

and its condition, unlike for the oil, is very hard to directly assess, with in general, the Degree of

Polymerization (DP) being used for its estimate [29]. New insulation paper starts with a DP of about

1200, ending its life when this value reaches less than 200 [20, 29].

With the PT being a critical device in the grid, whose unforeseen failure can cause major
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problems, a variety of monitoring, warning and protective components are almost always present,

with their sophistication increasing as the PT gets nearer to the generators or otherwise increases in

importance [24]. These exist for measuring just about any important information concerning the PT

current operating condition, with temperature, current, pressure and vibration being just some of the

most common [24]. These PT protections and monitoring components include fuses, overcurrent

relaying, differential relays, and pressure relays [24].

Interlinked with PT importance and distance to generators is their capacity, with smaller distances

and greater importance being related with higher capacity. PTs of different capacities are associated

with different monitoring components. PTs with less than 2500kVA usually employ fuses, while

those between 2500 and 5000kVA use fuses or preferentially, due to their sensitivity, overcurrent

relays [24]. For capacities between 5000 and 10000kVA, induction disc overcurrent relays are the

most common [24]. Finally, for capacities over 10mVA, restraint percentage differential relays, as well

as, temperature and pressure relays are usually present [24].

PT components for fault detection also greatly depend on the PT type. Sealed type PTs tend to

use safety detectors [18]. Buchholz relays and oil thermometers are employed in PTs with conservator

tank [18]. Relays for power tripping include Buchholtz relays (for BR gas protection), transformer

current differential protection and overcurrent protection [17]. Buchholz and differential relays,

however are known to only respond to severe failures [30].

2.1.2 Power Transformer Faults and Failures

As can be predicted by the large variety of fault warning and protection mechanisms, the topic of

transformer faults is extremely important and complex. And it is growing more important as the

PT failure rate has grown world wide [42]. This increase is caused by multiple compounding factors,

including the aforementioned end of life of transformers, lower maintenance rate to decrease costs

and increased loads placed on the grid [17, 24]. The amount of failures caused by transformer end of

life is in fact higher than expected, due to the failure rate of transformers following what is sometimes

referred to as a "bathtub" curve. This curve indicates that PTs have an higher failure rate early in

life, due to manufacture or installation detects that make themselves known quickly, and late in life

caused by material degradation [29, 39]. The end of life and replacement of PTs cause, as such, a

double impact on failure rates, by first the old PTs failing, and then the new ones for replacement

also presenting a high failure chance.
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The tripping of warning and safety mechanisms is almost always unplanned and unforeseen, with

about 70% of power distribution blackouts or milder disturbances being caused by short circuit

faults [28, 33]. Other than short circuit, possible faults include overloading, oil leakages, electrical

arcing, electrical corona and overheating of cellulose or oil [11, 17]. These can be categorised into

the main groups of electrical, mechanical, or thermal and their causes internal or external [17].

There is a large amount of factors that contribute or directly cause PT failures and faults

as they are constantly under electrical, mechanical, environmental, and thermal stresses, which

negatively impact many components and reduce PT lifespan [11]. Despite this, the large majority

of trippings do not happen due to actual transformer faults, with roughly 87% of them being

caused by failures in the general grid, 10% by relay false positives, thus leaving only 3% up to the

transformers themselves [17]. Some of these failures have causes external to the PT, including design

or manufacture defects, poorly executed transport or installation, moisture, lightning strikes and

earthquakes [17, 31]. Many other failures however, are caused by internal factors such as insulation

deterioration, loss of winding clamping, overheating, oxygen accumulation, contamination in oil, partial

discharge, winding resonance, switching operations, corona discharge and arcing, overload, short

circuits and other thermal or electrical faults [11, 17, 18, 29, 31]. Each of these faults compounds

and is worsened by transformer aging (loosened connections, oxidation of connectors or tap changer,

increased vibrations and degradation of insulation), making the transformer less able to handle any

abnormal events [17, 31]. Despite all the different faults and respective causes, most failures are, in

the end, caused by insulation failure, with overheating being the most damaging factor [3, 17].

The consequences of a PT failure are varied. From the most obvious interruption of power

transmission and distribution causing blackouts, brownouts, electricity unreliability or other outages,

to environmental pollution and contamination, damage to the PT and grid, or even fire and possibly

explosions [11, 18, 31].

2.1.3 Power Transformer Maintenance Strategies

In order to combat or totally prevent the multitude of possible failures, a series of different maintenance

strategies are always employed. Each strategy has different advantages and disadvantages, but all

help maximize the lifetime of PTs, while minimizing the risks associated with normal decay by aging

and the impacts of any fault, should it occur [33]. In the end, maintenance strategies ensure that the

PT is in working order almost at all times and that any problems are promptly resolved [29].
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In recent years a trend of deregulation in the energy sector led to an increase in competition,

which is making cost reductions in all areas increasingly important [17]. The one in particular

that has seen the most changes is maintenance, with a reduction in complexity and frequency of

maintenance operations. The topic of what action to take when a safety mechanism trips is increasing

in importance, as shutting down for inspection can be expensive by reenergizing the transformer can

lead to a catastrophic failure [17, 24].

Given this, although as we have already explained maintenance operations are crucial, a balance

between optimal safety and cost savings must be maintained [29]. On one hand, performing frequent

and complex maintenance routines is unfeasible due to cost constraints, while on the other, completely

removing them or only performing corrective maintenance to fix a problem after it has occurred can

incur even more costs due to PT degradation and consequentially possible need for replacement [29].

To further increase the difficulty of the task, the fluctuating lost revenue caused by PT unavailability,

coupled with factors such as customer perception impacts, in case of power loss, make what is already

a complex task into a nearly impossible one to perfect. Taking all this into consideration it becomes

obvious that safety solutions are always compromising [18].

There are as such multiple types of maintenance strategies. These are corrective maintenance,

preventive maintenance, with time based and condition based maintenance under its umbrella,

predictive maintenance and risk-based maintenance [29]. Due to the aforementioned cost saving

requirements there has been a trend of shifting from the traditional corrective and preventive

maintenance strategies to the more intelligent predictive maintenance, with it continuously increasing

in popularity [17, 33].

The simplest maintenance type is corrective maintenance, placing itself at an extreme of low

maintenance costs but high risk [29, 36]. Here no PT monitoring, diagnosis or repair action is

performed until after a failure has occurred. Due to this, any failure prevention is not performed and

as a result PT lifespans suffer [1, 29]. Because of the high costs of PT repair and replacement the

employment of this strategy on its own is not advised and is, as such, almost never actually used,

despite presenting the lowest maintenance costs while no problems have yet occurred [1, 29].

Preventive maintenance, as its name suggests, is employed to prevent failures from occurring, with

actions being performed at more frequent intervals than for corrective maintenance, thus increasing

the ongoing maintenance costs but reducing the costs for transformer repair and replacement. As we

mentioned previously, two subtypes can be identified, time based maintenance and condition based

maintenance [29].
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Time based maintenance is also very conceptually simple, with maintenance actions being

undertaken at set intervals according to a schedule in a periodic fashion [29]. By employing this

strategy, faults can be detected before becoming serious enough to cause failures and thus be corrected.

It is, of course, possible that failures occur in between maintenance operations, with an increase in

likelihood the higher the amount of time between them [1, 29]. This, as such, makes it crucial to find

the right frequency for maintenance actions, creating a balance between risk prevention and expenses.

The second type of preventive maintenance, condition based maintenance, is slightly more complex.

For this type, maintenance actions are only performed after a fault, hopefully still in early stages, is

encountered [1, 29]. As action is only undertaken when strictly required the number of interventions

is minimized [29]. On the other hand, problems that might be found during regular maintenance must

now be identified using constant monitoring, which requiring specified instruments, data organizations

and personnel can run very expensive [1, 29].

The second main type of maintenance is predictive maintenance. This strategy has much

in common with preventive maintenance, with the goal of preventing problems while minimizing

maintenance actions. This type’s main difference from the previously detailed strategies is the

way in which the requirement for maintenance actions is identified. Here the status of the PT is

predicted with a variety of different methods, where machine learning and data driven approaches are

common [8]. By employing complex tools the monitoring costs can sometimes be reduced and faults

or failures predicted before other approaches would identify them [8].

The final type of maintenance approach is risk based maintenance, which is a hybrid approach

where multiple other maintenance strategies can be employed depending on the perceived risk of a

PT [29]. When the risk is deemed high, for example at start or end of life according to the "bathtub"

failure pattern or when the PT is critical for operations, stricter preventive or predictive strategies

can be employed [29, 39]. On the other hand, for low risk or less important PTs (like backup ones)

the costs can be reduced, with time based maintenance using larger intervals between inspections,

condition based acting only on bigger faults, predictive maintenance prescribing action only when

most certain it is required or even relying only of corrective maintenance [1, 29]. For this strategy the

methods employed must be carefully selected case by case, taking into consideration the multitude of

factors that are deemed important [29].
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2.2 Power Transformer Data

PT data comes from a variety of sources, in many forms and with different goals. Dissolved Gas

Analysis (DGA) data is the most common, with Frequency Response Analysis (FRA), current and

chemical data also being very prevalent. Other types include oil quality and degradation tests, furanic

compound analysis, breakdown voltages, load losses, insulation resistance and other factory-floor

tests [3, 14, 21]. For the detection of thermal failures better results tend to be achieved with DGA,

furanic compound analysis, thermography and DP. Dielectric failures are commonly inspected with

DGA and integrated sensors, while mechanical failure is more easily detected with FRA or leakage

inductance. Finally, furanic compound analysis achieves the best results for general transformer

degradation [18].

2.2.1 Dissolved Gas Analysis

DGA data is, as mentioned multiple times, by far the most used for fault diagnosis problems, being

one of the primary indicators of transformer health and fault severity. This data is gathered through an

analysis of PT oil, from which a variety of dissolved gases are obtained [11, 27, 33]. There is a large

amount of relevant gases that can be measured. Different creation rates, concentrations, combinations

and ratios are generated by, and thus indicative of, different fault types. The gases that are commonly

measured are Hydrogen (H2), Methane (CH4), Ethylene (C2H2), Ethane (C2H4), Acetylene (C2H6),

Oxygen (O2), Carbon Monoxide (CO), Carbon Dioxide (CO2) and Nitrogen (N2) [11, 27, 30].

The interpretation of these is not easy, with heavily skewed data, not linearly separable fault types

and the fact that multiple faults can occur simultaneously, mixing multiple gases of different sources

and possibly increasing amounts far beyond the values for which methods were developed [11, 26, 27].

Further compounding this difficulty, the fact that different PT configurations, operating conditions and

maintenance can affect these gases means that is is no surprise that no universally accepted technique

exists. Despite the increasing number of studies and alternatives, most DGA interpretation heavily

relies on the experience of experts, thus varying widely amongst different organizations [27, 37].

Despite this, there are still some common, classical methods that see some widespread prevalence.

These classical techniques include Duval’s triangle, Roger’s ratio, Doernenburg ratio, key gas method

and the International Electrotechnical Commission (IEC) table (most of these have many variants) [11,

26, 30]. These methods have some important limitations, including not providing confidence or
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severity values, being incapable of revealing trends and not giving an answer for some combinations

of values [30, 37]. Although more modern Machine Learning (ML) based techniques have shown

superior performance, being capable of overcoming some or all of these limitations, they are still not

widely adopted [33].

2.2.1.1 Duval’s triangle

Duval’s triangle uses 3 gases CH4, C2H4 and C2H2 in a triangular coordinate system, where the

relative concentration of these gases is utilized to delineate regions for different fault types [11].

Figure 2.2 shows the structure of the triangle.3

Figure 2.2: Labeled Duval’s Triangle [35]

The triangle is divided into seven regions, each for a fault type. These faults can be divided into

thermal, discharge and mixed types, and further divided by severity. The full detectable fault set

is constituted by partial discharge, <300ºC thermal fault, 300ºC to 700ºC thermal fault, >700ºC

thermal fault, sparking, arching and mixed thermal and electrical faults. [32]
3Although there are many images with identical information, this one was found to be the most clear.
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Although, Duval’s triangle is usually implemented with a projection from the triangular coordinate

system, we decided to convert it into a simple set of rules, for which the understanding and

implementation should be more straightforward.

PD - Partial discharge

98% ≤ CH4

T1 - Thermal fault less than 300ºC

C2H2 < 4% and C2H4 < 20% and CH4 < 98%

T2 - Thermal fault between 300ºC and 700ºC

C2H2 < 4% and 20% ≤ C2H4 < 50%

T3 - Thermal fault greater than 700ºC

C2H2 < 15% and 50% ≤ C2H4

D1 - Low energy discharge (sparking)

13% ≤ C2H2 and C2H4 < 23%

D2 - High energy discharge (arching)

13% ≤ C2H2 and 23% ≤ C2H4 < 40% OR

29% ≤ C2H2 and 40% ≤ C2H4 < 71%

DT - Mix of thermal and electrical faults

4% ≤ C2H2 < 13% and C2H4 < 50% OR

4% ≤ C2H2 < 29% and 40% ≤ C2H4 < 50% OR

15% ≤ C2H2 < 29% and 40% ≤ C2H4

Given these developed rules, it should not be overly difficult to verify that they do define the

regions of the triangle. One final note is that the selection between ≤ and < was arbitrary, ensuring

only mutually exclusive and complete regions. Under the assumption of infinite precision of measuring

devices this should not be an issue, but in the event that measured concentrations fall exactly into

the dividing lines special care should be had.

2.2.1.2 Rogers Ratio

Roger’s ratio utilises ratios between the variables H2, CH4, C2H2, C2H4 and C2H6 to make

predictions [26]. Although these gases are always used, the number of ratios and respective
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interpretation can vary. In our research, the most observed number is 3, but 4 ratios were also

observed [11, 22]. The number of different predicted faults has also been observed from 3 to 8. Given

this, the most difficult version encountered, utilizing only 3 ratios for a total of 8 faults was selected

for our work, and will be the only one detailed.

Table 2.1 contains the full description of this method, including not only the gases, ratios and

predicted faults, but also the description of the fault meaning and information on the minimum

thresholds for this method to be applicable in accordance to expected sensor sensitivity.

Table 2.1: Roger’s ratio table [35]
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Here the utilized ratios are C2H2/C2H4, CH4/H2 and C2H4/C2H6. Depending on the value, for

each of these ratios a code is attributed, with the combination of the 3 codes being used to select

the fault. Unlike for Duval’s triangle, the prediction of no fault is possible. The other predictions

are low energy partial discharge, high energy partial discharge, low energy discharge (sparking), high

energy discharge (arching), thermal fault less than 150ºC, thermal fault between 150ºC and 300ºC,

thermal fault between 300ºC and 700ºC and thermal fault greater than 700ºC [22].

As such, overall, when compared to Duval’s triangle, 5 instead of 3 gases are utilized, while partial

discharge is divided into two (low and high energy), thermal faults below 300ºC are further divided,

and mixed faults are removed.

2.2.1.3 Dornenburg’s ratio

As Dornenburg’s ratio was not utilized in the rest of our work due to its similarities with Roger’s ratio,

only a very brief description will be made. It utilizes 4 ratios between 5 different gases, H2, CH4, C2H2,

C2H4 and C2H6; the same as for Roger’s ratio, while only predicting 3 fault types, thermal, corona

discharge and arcing. The ratios are C2H2/C2H4, CH4/H2, C2H6/C2H2 and C2H2/CH4 [11, 26].

2.2.1.4 International Electrotecnical Commission Table

Like Roger’s ratio, there are many variants to the IEC Table. In fact, the IEC table stemmed from one

variant of the Roger’s ratio, removing the C2H6/CH4 ratio, that was found to be rarely useful [11].

Several improvements have been made during the years, to create these different versions [22, 26, 27].

Table 2.2 contains the ratios, respective codes and interpretation.

The similarities to Roger’s ratio are clear, with almost the same set of faults, ratios and rules.

Here 8 fault types, low energy partial discharge, high energy partial discharge, low energy discharge

(arching), high energy discharge (arching), thermal fault less than 150ºC, thermal fault between

150ºC and 300ºC, thermal fault between 300ºC and 700ºC and thermal fault greater than 700ºC, are

predicted from 3 ratios. These ratios are C2H2/C2H4, CH4/H2 and C2H4/C2H6, thus utilizing the

same gases are Roger’s ratio.
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Table 2.2: IEC table [22]

2.2.1.5 Key Gas Method

The key gas method is the last DGA interpretation approach that will be detailed. It uses the

concentration of a single gas per fault type, with high values indicating an existing fault [11]. Like

Roger’s ratio and the IEC table, there are many variants. Unlike them, these are far less formal,

usually giving some guidance but no exact values or thresholds, thus requiring the knowledge and

analysis of an expert. Despite this, a search for solid reference values was conduced, leading to those

presented by Londo and Çelo [23].

Using these values, the amount of Total Dissolved Combustible Gas (TDCG) is first obtained

by adding the concentrations of various gases, C2H2, C2H4, C2H6, CH4, H2 and CO, and the

contribution (in percentage) from each gas is calculated. The final step is to identify cases where

some gas passes a threshold. A CO concentration above 90% indicates overheated cellulose. A

presence of H2 above 80% leads to corona in oil. Over 60% of C2H4 leads to overheated oil. For

a concentration of C2H2 above 30% arcing in oil is predicted. Finally, in case none of these are
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applicable, no fault is predicted by default [23].

It should be clear that for these rules there are several problems. First, a total of 6 gases are

required to obtain TDCG, but only 4 are used any further. And second, is is possible that multiple

faults are predicted simultaneously, leading, in the case only a single prediction is wanted, to different

results depending on the order in which rules are applied.

2.2.2 Frequency Response Analysis

After DGA, FRA is one of the most common techniques, being noninvasive and typically used for

the identification of mechanical faults, namely winding movement or deformation, which is otherwise

difficult to detect. This method is usually performed at PT start of life to create a baseline which

unlike DGA should not change, thus permitting faults to be detected at early stages [25, 31].

FRA works by injecting signals into the PT in one location, passing though and later being read

at a different one. In accordance to the IEC 60076-18 standard these signals are mostly in the 20Hz

to 2Mhz range. There are tipically 4 different configurations that are measured, end-to-end open-

circuit test, end-to-end short-circuit test, capacitive inter-winding test and inductive inter-winding

test [31, 42].

Like for DGA there are some variations in data. This time, however, it is more in terms of the way

in which it is gathered. The first variant to appear was Sweep Frequency Response Analysis (SFRA),

with newer ones, such as Impulse Frequency Response Analysis (IFRA) currently in use. There is,

however, much like for DGA, no universal method for analysis and interpretation [42].

2.2.3 Other

There are a few other PT data types that were identified, such as current data and furan component

analysis.

Furan compounds are generated from the degradation of the paper insulation in the PT, thus

being indicative of its overall health, and include 2-acetylfuran (2-ACF), 2-furaldehide (2-FAL),

2-furfurol (2-FOL), 5-hydroxymethylfurfural (5-HMF) and 5-methyl Furfural (5-MEF) [14].

Current data tends to come in the form of multivariate time series, which can be raw waveforms

(voltages and currents) or preprocessed waveforms (root mean square of value). There are typically
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3 different series obtained simultaneously, corresponding to the 3 phases in power systems. As

these series are related, a short-circuit in one of the phases has an impact on the others, but these

quickly recover [9]. Furthermore, these time series can either have fixed or variable length depending

on whether they are used for on-line (real time prediction) classification or on post-fault/off-line

diagnosis [28].

2.3 Subset Selection

Subset selection, also called variable selection, attribute selection or feature selection is a process

usually employed in preprocessing for removing less relevant data from a dataset, to improve modeling

performance. It has a strong relation with dimentionality reduction, feature extraction and model

selection, with these tending to try to achieve similar goals in different manners [7, 41].

In our work feature selection combined with dimentionality reduction is utilized in this standard

way, with the goal of improving regression results. However, another way in which it is utilized is far

different, with the intent not of improving results, but of identifying the subsets themselves, whose

reduction does not greatly hinder performance.

2.3.1 Stepwise Feature Selection

For regression analysis, stepwise feature selection, also called stepwise regression or greedy selection,

is the most popular approach. These methods work by adding the best feature (or deleting the worst

feature) in a greedy fashion, at each round. Typically, the main issue is the selection of the stopping

criteria, which is usually either cross-validation or a statistical test [7, 10]. In our work however,

this is not a problem, as the goal is to identify a subset of each size and presenting the respective

performances.

There are 3 types of stepwise feature selection. The first one, Greedy Forward selection (GFS)

starts with no variables, adding one at a time until the stopping criterion is met. Greedy Backward

Elimination (GBE), on the other hand starts with the full variable set and removes them one at a

time. Finally, greedy bidirectional elimination combines both, at each step selecting whether to add

or remove a variable, which obviously can lead into an infinite or overly long cycle [7, 10, 31].
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2.3.2 Other

There are, of course, many other methods for subset selection4, but as they do not constitute the

core of our approach only a short mention will be performed.

The most basic method is exhaustive search, simply testing every single possible combination and

comparing all subsets in some way to find the best.

A very common approach for subset selection involves the usage of ML methods from which

variable importance can be extracted. Decision Trees (DTs), Random Forests (RFs) and variants are

quite common for this given their efficiency and generally good performance [33].

Genetic Algorithms (GAs) have also seen some increasing interest, no doubt in part due to their

conceptual appeal, trying to mimic aspects of the most widespread and effective optimization process

known to Man, evolution. These work by randomly changing (mutating) subsets or combining some

aspects (crossover) of several previously obtained [13].

Many other optimization processes are also quite common for this task, such as simulated

annealing, inspired by metallurgy, or Particle Swarm Optimization (PSO) initially developed for the

simulation of social/swarm behaviour [37].

2.4 Summary

During this chapter we have presented the main characteristics of the PT, its inception in the 1880s

and the role of improving transmission performance. We have analysed the expected operational

life, importance and cost. A detailing of PT their components, and respective roles was performed,

followed by failures, their causes, consequences and maintenance actions that can be undertaken to

mitigate them. We enumerated some sources of PT data. Most importantly DGA, with some of

the most common methods applied to it, Duval’s triangle, Roger’s ratio, Dornenburg’s ratio, IEC

table and key gas method. FRA, furan compound analysis and current data were also looked at and

explained. Finally, subset selection methods were explained, with particular importance given to the

ones used in our work, GFS and GBE.

With the provided background the reader should now have enough of an understanding of all
4The Wikipedia page on feature selection was found to be of great help, containing far more content than what

could be reasonably detailed here [40]
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important methods, concepts and procedures utilised during the remainder of our work to follow

without any issues. As such, we will now move to the detailing of the state of the art in the next

chapter.





Chapter 3

State Of The Art

In this chapter we provide an in-depth overview of the current state-of-the-art techniques and methods

related to our problem and subject area. We further elaborate on the topics presented in chapters 1

and 2. To provide a better organisation of the works and subjects presented and to ease comprehension,

we divided the gathered material by subject matter, while further ordering it by publication year.

3.1 Fault Diagnosis And Prediction

As already stated, fault diagnosis and prediction is, by far, the most prominent problem tackled in

literature. It consists on figuring out what factors are responsible for an occurred fault. The two most

common approaches are Dissolved Gas Analysis (DGA) and Frequency Response Analysis (FRA),

with the second being substantially less common.

3.1.1 Dissolved Gas Analysis

Miranda and Castro [26] developed their work with several challenging objectives. First, to improve

the International Electrotechnical Commission (IEC) table for DGA based diagnostics. Second, the

usage of data-mining methods, novel for this task. And third, making sure that the results are human

understandable. To accomplish these goals, a model combining Artificial Neural Networks (ANNs)

and a Fuzzy Inference System (FIS) was created, named Transparent Fuzzy Rule Extraction from

Neural Networks (TFRENN). In this method the ANN finds the hidden relations in the data while the

FIS transforms the output into a set of understandable rules. Six different methods were compared,

25
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including, the new method, a variant, two IEC tables and two other methods. It was concluded that

the new method outperformed all others, while giving a confidence value (not provided by most

others) and providing results in cases the IEC tables could not.

In 2012 Mirowski and LeCun [27] performed a large review of machine learning techniques

for DGA. A total of 15 methods were tested in two different problems. The first, consisted of

a binary classification problem, to identify if a Power Transformer (PT) is fault prone or not (if

it will fail in less than a selected, short amount of time). The second problem was regression

to failure time, where the amount of time until a failure occurs is predicted. Other than DGA,

some data on PT characteristics was used, including age, power and voltage, among others. The

models tested include K Nearest Neighbours (KNN), C-45 Decision Trees (DTs), ANNs, Support

Vector Machines (SVMs), Least Absolute Shrinkage and Selection Operator (LASSO), Local Linear

Regression (LLR), Support Vector Regression (SVR), Low-Dimensional Scaling (LDS) and Local

Linear Semi-Supervised Regression (LLSSR). It was concluded that for classification SVMs with a

Gaussian kernel were the best, with ANNs with one hidden layer and logistic outputs in close second.

For regression, LLR obtained the best results, with ANNs with one hidden layer and linear outputs in

second.

Dhonge et al. [11] presents a summary of several classical DGA methods, such as, key gas method,

Doernberg’s Ratio, Roger’s ratio, IEC ratio and Duval’s triangle, as well as an ANN based approach.

The ANN model used the same data as that of Duval’s triangle, while achieving better results.

The work by Oliveira et al. [14] presents a study of data mining techniques for PT time-series

failure prediction. The dataset used consists of DGA, Oil Quality Analysis (OA) and furans analysis.

For prediction the models tested consisted of, two SVMs (1-class and 2-class variants), as well as,

DTs, Random Forests (RFs) and Long Short-Term Memory (LSTM). The 2-class SVM obtained the

best results overall, however, the LSTM improved with more time lags, gaining advantage at high

values. It was concluded that the data sampling frequency was to low, as the degradation of the

transformers was faster than the intervals. Given the results, with more data and longer series, the

LSTM might become the best model.

Adrianto et al. [3] used Markov models to analyse the availability and reliability of PT oil,

comparing the method with some widespread ones. Using DGA and breakdown voltages, the Markov

method obtained 85% accuracy, while Duval’s triangle, IEC and Roger’s method, obtained 61%,

50% and 45% respectively. The main conclusions were that the new method obtained significant

improvements over the others and that Total Dissolved Combustible Gas (TDCG) was of particular
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importance.

3.1.2 Frequency Response Analysis

This work by Zhao et al. [42] presents a method for predicting winding fault type by using a variant

of FRA, Impulse Frequency Response Analysis (IFRA). The data was obtained from a real PT, by

modifying it to recreate the faults, while a SVM was used to analyse the data. The model obtained

80% accuracy, however, the dataset is quite small and no comparisons to other works or methods are

provided, thus not allowing a true understand of the performance.

JinLon et al. [4] used FRA to predict winding deformations in PTs. A Regularized Extreme

Learning Machine (RELM) was used to analyse the data and make predictions. This work’s greatest

weakness is the poor organization and sentence structure, which makes it extremely difficult to

understand.

A non-invasive remote winding type recognition system is presented in the work by Mao et al. [25].

SVMs are used to analyse the FRA data of three PTs of 400, 275 and 13 kV in a majority vote

wins system. Excellent results were obtained, given the very limited dataset. However, such limited

amount of data simultaneously implies that the performance could be further improved and that the

results cannot be fully trusted. This unreliability of the results is presented in the work itself, by a

large variance in accuracy depending on the chosen train and test partitions.

3.1.3 Other Methods

In 2000, Mao [24] Implemented two novel approaches for fault diagnosis using simulated current data.

The approaches are a Wavelet Transform (WT) direct decision-making logic model and a hybrid

approach using an ANN and a WT. Although several types of faults were simulated, the objective

of the models was only to differentiate between an internal fault and any other fault type. The

generator itself was also developed in the scope of this work, thus, an in-depth overview of current

simulation and the methods is provided. In the end, two different types of systems were tested, with

both new approaches proving to be an improvement over the benchmark ANN. Furthermore, the

hybrid approach, attained great results and generalization capabilities.

Morais et al. [28] present an overview of data mining techniques for power systems. Other than a

short presentation of several works and methods, an investigation (training and testing) of several
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models for time-series classification of short-circuits was performed. It was concluded that from all

the methods, ANNs obtain the best overall results, however for very small time-series windows, J4.8

DTs can outperform them.

Gavrilovs and V̄ıtolin, a [17] performed a study of PT failures and risk sources, enumerating failures,

their sources and consequences. The main findings of the study were that only 3% of PT tripping is

caused by an actual transformer failure, with 10% being relay false positives and 87% being faults in

the general power system.

A review of artificial intelligence methods for fault diagnosis by Sun et al. [37] provides an

extensive enumeration of existing methods, models and their variations. These models include Fuzzy

Logic (FL), Fuzzy Expert Systems (FESs), Evolutionary Programming (EP), ANNs, Probabilistic

Neural Networks (PNNs), Wavelet Networks (WNs), Genetic Algorithms (GAs), SVMs, Particle

Swarm Optimization (PSO), Artificial Immune Network Classification (AINC), among others. Thus,

this work provides a broad list of varied approaches, as well as a brief explanation of their workings,

strengths, weaknesses and how they are commonly used.

A review of PT failure prediction methods was carried out by Ravi et al. [33]. From amongst

the 160 initially gathered papers only 6 were found suitable, due to several criteria not being met,

with duplicate papers, divergence from failure prediction and no presented accuracy being the most

prominent. Such a low amount of papers might seem insufficient for a review, however, this gives

important insight on the limitations of a lot of work submitted in this field. These limitation are, the

lack of comparisons, standardised results, standard benchmarks, among others. The main conclusions

were that, for DGA, ANNs obtained the best results, while for other areas the results are inconsistent

and new methods must be found.

3.2 Remaining Useful Life and Health Index

In this work, Velásquez et al. [38] propose a new methodology for Health Index (HI) obtention, by

using WNs. The data from 60 PTs was used and 12 machine learning techniques were employed to

validate the usefulness of the HI obtained. The models used include, among others, SVMs, General

Linear Models (GLMs), two eXtreme Gradient Boosting Machines (xGBMs), RFs and C5.0 DTs. The

HI obtained by the new method was proven to be better than previous approaches, by allowing the

tested methods to obtain better results.
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In his thesis Nuno Morais [29] presents a new method for Remaining Useful Life (RUL) estimation

using the Degree of Polymerization (DP) estimated by 2-furaldehide (2-FAL) analysis. A broad

overview of PT components, failures and maintenance techniques is presented. A novel approach for

correcting the drop in 2-FAL values after oil changes is developed to great results. A comparison of

the results to several other methods was presented, with the new one attaining a significant efficacy

improvement. The main limitations of this work are a less than optimal dataset and the overlooking

of other available variables that might have allowed for better results.

Sarajcev et al. [34] present a novel approach for HI estimation using a hybrid model combining a

Bayesian network with a Deep Neural Network (DNN). Using the results from the model an influence

diagram is presented, to provide optimal maintenance scheduling. Unlike some other works, this one

presents the HI in 5 discrete levels, from very bad to very good. Using both the results from the

model and the influence diagram, a way to estimate costs or profits from a given choice (whether or

not to perform maintenance) is provided. This work is limited by the model’s lack of ability to use

some complex data structures and an extremely small dataset.

3.3 Feature/Subset Selection

The usage of a neural fuzzy network was proposed by Naresh et al. [30] for DGA interpretation.

Competitive learning was employed for variable selection, while a fuzzy rule base was created using

subtractive clustering, subsequently being feed into the network. The model was applied to two

datasets and the results were compared with several other methods, including, Roger’s ration, Fuzzy

C-Means (FCM), Radial Basis Function Neural Network (RBFNN) and Generalized Regression Neural

Network (GRNN). The new model had the best results, followed by GRNN, with FCM proving to be

the worst.

Chauhan et al. [9] in this masters dissertation from Thapar University perform a study of PT

functioning under different operating conditions. These are, normal operation, magnetizing inrush,

operation under external fault and over-excitation. The current analysis of PTs under these conditions

was performed using several machine learning algorithms. Artificial Bee Colony (ABC) was used for

feature selection, while RFs, SVMs, DTs and linear models were used for predition. RFs obtained the

best results, while the linear model obtained the worst.
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3.4 Other Problems

Georgilakis et al. [18], proposed a new stochastic petri net based methodology for simulating diagnosis

and repair operations, allowing their respective duration estimations to be obtained. This method is

mostly hand-crafted, with no automatically learned weights or structure from data. Thus, an in-depth

overview of the diagnosis and repair process is also presented. The main limitations of this work are

the slightly limited and inaccurate off-site section of the model, the fact the model cannot learn from

data and the lack of modeling for some uncommon faults.

The work presented by Khalyasmaa et al. [21] develops a method for intelligent lifecycle

management for power network equipment. A case study of a PT was conducted to validate

the method. The data used is comprised of DGA, physical and chemical testing of oil and load losses,

among others. The performance was measured in the task of predicting the future values for all the

variables by using a tree boosting algorithm.

Nurmanova et al. [31] present an interpolation based approach for short-circuit severity prediction.

Three interpolation methods, linear interpolation, natural cubic spline and piecewise Hermite

interpolation, were used on FRA data. Sequential Forward Selection (SFS) was used for feature

selection. In all tests cubic Hermite interpolation obtained the best results. No other works that

attempt this task were presented, and as such, not comparisons were made.

In their work Das and Kempe [10] perform a comparison of different greedy feature selection

methods, providing a deep mathematical background and comparing the results on a set of problems.

Overall it was concluded that greedy algorithms perform well in practise even in cases for which the

variables are heavily correlated.

3.5 Summary

In this section we reviewed and analysed related literature. Although effort was put into obtaining

documents related to different problems and solutions in the PT field, our gathered literature is still

very much dominated by fault diagnosis as a problem and the usage of DGA data as a solution. Some

of our findings go in contradiction to those in the discussed reviews, namely, the fact that the most

observed and successful data mining method was the SVM, not the reported ANNs. ANNs were

however still very prevalent, with DTs and RF also being quite common. The recurring problems



3.5. Summary 31

found in the presented works pertained mostly to the datasets used. These were often too small,

synthetic, with no real data used, not publicly available or lacking variety in terms of the systems

tested.

Taking into consideration the strengths, weaknesses, the limitations and the underdeveloped areas

we proceed in the next section to present our methodology, developments and planed contributions to

the field.





Chapter 4

Development

The aim of this chapter is to present our proposed methodology for solving the selected problem, i.e

identifying viable Dissolved Gas Analysis (DGA) gas subsets. With this goal in mind we developed

a full data science pipeline. This contains, first, an extensive visualization of our dataset. Then, a

variety of methods for the preprocessing of our data, including missing value imputation, distribution

transformations and dimensional reduction, are employed. Using the cleaned data generated by the

previous steps, our modeling approach, including the models tested and selection criteria, is explained.

We also touch on the topic of the tested configurations (preprocessing steps, model parameters, etc).

The details of this topic will, however, remain to be further elaborated upon on chapters 5 and 6.

4.1 The Dataset

Our dataset is as mentioned in chapter 1, proprietary, provided by Efacec, and therefore, it will not

be made publicly available and specific data entries will not be shown or discussed. Nevertheless,

aggregation metrics and measurements, as well as, different graphical analysis will be presented.

Throughout this section we will present the type of variables available, their distributions and moments,

simple relations between different variables, as well as, some more complex discovered by regression

techniques.

33
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4.1.1 Content

The dataset contains roughly 1000 entries split amongst 200 different Power Transformers (PTs), for

an average of 5 entries per transformer. These entries will from now on be referred to as samples,

although in some instances multiple entries appear for one PT at a given time, caused by measurements

being taken in different locations of the PT. Each sample contains a total of 41 variables. From

these 2 were removed due to containing either 0 (all missing) or 1 (no useful information) unique

values, leaving 39 variables.

The variables present are therefore:

• Transformer specific information (8)

– Reference - index/reference of power PT (unique per PT)

– Power (kVA) - power rating (quilovoltampere (kVA)) of the PT

– Tension (kV) - PT secondary voltage in kV

– Manufacture Year - year the PT was manufactured

– Oil Brand - brand of oil used in the PT

– Oil Type - specific type of oil used (each oil type corresponds to one brand)

– Oil Weight (ton) - total oil weight in tonnes

– Disruptive Tension - maximal rated voltage before short circuit

• Sample data (31)

– Sample information (2)

∗ Collection Date - date and time of sample collection

∗ Point of Collection - point/local of collection of the sample in the PT

– Oil characteristics (10)

∗ Oil Temperature - oil temperature of sample

∗ Aspect - physical aspect of PT oil (clear vs cloudy)

∗ Oil Density - PT oil density

∗ Viscosity (40ºC) - oil viscosity at 40º

∗ Interfacial Tension - tension of the membrane between oil and pure water

∗ Acidity Index - oil acidity in mg KOH/g
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∗ Water Content - water content of the oil in %

∗ Flash Point - Flash point of the oil in ºC (temperature at which vapors ignite when

there is an ignition source)

∗ Tang Delta (90ºC) - cosine of the phase angle (amount of current passing through

the oil)

∗ Color - numerical code of oil color (0.5 - yellow almost white, as it increases becomes

redder and darker)

– Particles present in the oil (6)

∗ Sediments - percentage of sediments in oil

∗ Mud - mud percentage in oil

∗ Part4 - ?

∗ Part6 - ?

∗ Part14 - ?

∗ Particle classification - ?

– Furanic compounds (4)

∗ 5 HMF - concentration of furanic compound 5-hydroxymethylfurfural (5-HMF)

∗ 2 FOL - concentration of furanic compound 2-furfurol (2-FOL)

∗ 2 FAL - concentration of furanic compound 2-furaldehide (2-FAL)

∗ 5 MEF - concentration of furanic compound 5-methyl Furfural (5-MEF)

– Oil DGA gases (9)

∗ H2 - concentration of Hydrogen (H2)

∗ CH4 - concentration of Methane (CH4)

∗ C2H4 - concentration of Ethane (C2H4)

∗ C2H6 - concentration of Acetylene (C2H6)

∗ C2H2 - concentration of Ethylene (C2H2)

∗ CO - concentration of Carbon Monoxide (CO)

∗ CO2 - concentration of Carbon Dioxide (CO2)

∗ O2 - concentration of Oxygen (O2)

∗ N2 - concentration of Nitrogen (N2)
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4.1.2 Distributions

In order to understand the distributions of the variables, as well as, to identify anomalies or interesting

information, a variety of statistical moments were obtained and univariate graphical analyses performed.

However, before these could be performed, a minimum amount of data cleaning was required. This

data cleaning includes dividing Particle classification into 3 variables (Part1, Part2 and Part3) and

changing values like "< 0.5" or "> 8" into floating point values. This processing represents the bare

minimum required for any data manipulation and visualization.

4.1.2.1 Statistical Moments

An analysis of different statistical moments and data aspects (missing value counts, data types, etc.)

was performed1, from which we will detail and explain the most important takeaways.

First, all variables contain missing values, with some reaching as high as 85.4% of missing values,

with a total of 98.1% of samples having at least one missing value. On the other hand, no DGA

variable has missing values, which is crucial for our intended methodology.

Another important fact is that most of our variables are numeric, with only 4 being categorical.

This, of course, makes the preprocessing and visualization steps easier, as categorical variables are

harder to handle.

Comparing the unique value counts with total counts we concluded that the categorical variables

do not contain an overly large number of different values for the dataset size, with the largest value

being of 17, while the lowest of 3. It is worth noting that for this metric missing values were considered

as a new unique value.

When inspecting the values of mean, standard deviation, minimum, maximum and quantiles, it

became clear that all variables have extremely different scales and distributions. Further looking at

the kurtosis and skewness we saw that almost all variables are very far from a normal distribution.
1A table containing the full contents of this analysis is present in the appendix
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4.1.2.2 Graphical Analysis

A small amount of univariate graphical analyses were performed. Histograms and box plots were done

for numerical variables, while for categorical variables bar plots were employed.

We will not be presenting an exhaustive explanation of each plot created, as such would be outside

the scope of this thesis. We will therefore present only a few of the primary types of distributions

found and address variables not directly shown by indicating to which type they belong.

From the histograms 5 types of distributions were found, which can be classified as heavily left

skewed, left skewed, right skewed, normal and bimodal.

In figure 4.1 we can see an example of an heavily left skewed distribution, that of 5-HMF,

where almost all values are concentrated in a single area (usually close or equal to 0) and only a few

instances with far higher values, being severe outliers. These extreme points are however of great

significance, as most PT related methods involve some sort of anomaly prediction/detection (rare

faults, extreme events, etc.). The other variables with such a distribution in the dataset are 2-FOL,

2-FAL, 5-MEF, H2, CH4, C2H4, C2H6, C2H2, Acidity Index, Tang Delta (90ºC), Part4, Part6 and

Part 14. Thus, all furanic compounds, as well as, some particles and most DGA variables present this

type of distribution. These findings are in accordance with the values of skewness in the previously

analysed moment summary table.

Figure 4.1: Histogram of the 5 HMF variable

For an example of the the left skewed distribution type we turn our attention to figure 4.2,

containing the histogram of CO. The only difference between this kind of distribution and the previous

one (heavily left skewed) is the degree of skewness, with this one having much less extreme values

for this moment. The other variables with this distribution are Power (kVA), CO2, O2, Cor, Water

Content, Sediments, Mud, Part1, Part2 and Part3.
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Figure 4.2: Histogram of the CO variable

The histogram of Oil density in figure 4.3, shows one example of the right skewed distributions,

characterized by the skewness moment having the opposing sign to that of both the left skewed types.

Others in this group are Tension (kV), Manufacture Year, Viscosity (40ºC) and Disruptive Tension.

Figure 4.3: Histogram of the Oil Density variable

The normal distribution type contains variables whose distribution is roughly normal, presenting

both a symmetrical and bell shaped histogram. In figure 4.4 we can see the histogram of Oil

Temperature, presenting such a distribution. Other variables with this type are Reference, Power

(kVA), Oil Weight (ton), Collection Date and Flash Point.

Finally, for the bimodal distribution type we can look at image 4.5, where the histogram of N2 is

presented and the existence of two peaks can clearly be seen. Interfacial Tension is the only other

instance of this distribution type in the dataset.

Much like for the histograms the box plots obtained can be divided into a few categories depending

on their primary features. Unlike for the histograms however, only 4 groups exist, with the normal

and bimodal distributions being indistinguishable in the box plots, and as such merged.
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Figure 4.4: Histogram of the Oil Temperature variable

Figure 4.5: Histogram of the N2 variable

For consistency, the memberships of each group, as well as, the group names remain the same.

The only exception to this is the merging of the normal and bimodal groups into a singular one. This

new group which we have decided to call centered, contains as such the combined membership of the

original two (bimodal and normal) which comprise it.

Taking this into consideration, for an example of the heavily left skewed distribution type we can

look at figure 4.6 containing the box plot of 5-MEF. For this group, all the quantiles are merged into

one point (at the minimum), with only a few points outside this area, presenting as extreme outliers.

Unlike for the previously analysed group, the left skewed one presents substantially more, but

less severe, outliers and the quantiles no longer collapse into a single point. We can see this kind of

distribution in figure 4.7, containing the box plot for CO.

The right skewed distribution type is very similar to the left skewed one, with the only difference

being that the outliers appear below the quantile lines, instead of above. The box plot of Flash Point

in figure 4.8 shows this very well.
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Figure 4.6: Box plot of 5 MEF

Figure 4.7: Box plot of CO

Finally, for the centered group we turn our attention to figure 4.9 containing the box plot of

the variable Reference. Much like its name indicates, this distribution type is characterized by a

symmetrical box plot with few outliers.

The final univariate graphical analysis we will be explaining is bar plots. These have only been

applied to categorical variables, as although some transformations to numeric variables could be

Figure 4.8: Box plot of Flash Point
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Figure 4.9: Box plot of Reference

performed in order for this kind of plot to be applicable, it was considered that no useful information

could be extracted in such a way.

In figure 4.10 we can see the bar plot of Oil Brand. This is the only one that will be directly

presented as all others have similar features. Here we can see a single dominant value, being far more

common than all other value occurences combined.

Figure 4.10: Bar plot of Oil Brand

4.1.3 Relations

The second important visualization step that was undertaken is the identification of relationships

between pairs of variables variables. Understanding these relations not only helps with the subsequent

preprocessing, namely in the feature selection process, but also allows us to better understand the

final results and infer their meaning.

In order to do this a variety of bivariate analysis were performed and respective graphs and plots

created. These include frequency and relative column frequency heatmaps, violin and box plots of
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categorical variables split by class, kruskal test heatmaps and others. However, from all these, only

two contain enough information density to be worth detailing in this thesis. Of course, all others did

influence our methodology and result analysis process, but only in more subtle ways.

The first of these highly relevant analysis is a correlation heatmap. One such heatmap can be

seen on figure 4.11, where, for compactness, only the variables with a value of correlation greater

than 0.7 with any other were kept.

Figure 4.11: Correlation heatmap for variables with correlations greater than 0.7 with any other

Here we can identify the sets of variables that have high correlation with each other. From these,

the first group consists of CH4 and C2H4. The second group consists of CO, CO2, O2, N2, cor,

Viscosity (40º), Interfacial Tension, Acidity Index and Tang Delta (90º) (although some of these

present negative correlation with others). The third group consists of Part4 and Part6. Finally, the

last group consists of Part1, Part2 and Part3. The third and final group’s members also present a

moderate correlation with each other.

Given this, we expect that removing or somehow grouping features in the same groups might lead

to better results in the modeling phase. It is also expected that for the DGA gases, when performing

subset selection, some elements of these groups will be the first to be removed.

We would also like to note that some DGA variables are not present here, meaning that they have

no high correlation with any variable. Thus we expect the variables H2, C2H6 and C2H2 to be kept

in all but the smallest subsets, as predicting these is non trivial.

The second and final type of plot that we will be detailing in this section is the scatter plot.
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Although these plots were created for each variable combination, given their sheer number (1521),

only a small subset containing the most relevant insights will be explained.

Much like for the histograms, the scatter plots can be aggregated in groups with similar

characteristics. For example, a member belonging to such a group can be seen on figure 4.12,

containing the plot of CO vs CO2. Here the primary characteristic that we can notice is that the

variance of one variable is proportional to the value of the other. Using such a relation we would

expect to obtain good predictions for low values of both variables, but not so good predictions for

the opposite case.

Figure 4.12: Scatter plot showing CO compared with CO2

The inverse effect from the previous relation can be clearly seen on figure 4.13, comparing O2

with N2, where the variance of one variable is inversely proportional to the value of the other. Of

course, for this relation the conclusion regarding prediction effectiveness is opposite to the previous

one. Meaning that we would expect better predictions for higher rather than lower values for both

variables.

Figure 4.13: Scatter plot showing O2 compared with N2
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Another important thing to note is that not all relations are linear. Other kinds of relations can

be seen on figures 4.14 and 4.15. The first one shows what is clearly a polynomial relation between

the variables CH4 and C2H4. On the other hand, the second plot, comparing Interfacial Tension and

Acidity Index, presents an example of an exponential relation.

Figure 4.14: Scatter plot showing CH4 compared with C2H4

Figure 4.15: Scatter plot showing Interfacial Tension compared with Acidity Index

There are of course many instances where no discernible pattern can be spotted, with the points

just creating an homogeneous cloud. No such examples will however be presented, as these are of

little interest and did not guide our decision making.

4.1.4 Basic Regression

Having found the existence of obviously non linear relations on the dataset we employed simple

regression algorithms to better identify and understand them. To accomplish this, two sets of

regressions were performed. The first one, where the regression for all combinations of 2 variables (1

feature and 1 target) was performed. And a second, performed in a similar exhaustive manner with 3
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different variables (2 features and 1 target).

For both, the set of regression models created consists of polynomial (up to degree 10), logarithmic,

exponential and cubic spline. Although both the logarithmic and exponential models are not very

involved, requiring only a transformation of either the features or the target, the polynomial and cubic

spline models require some further explanation.

For the polynomial regression two methods were tested for choosing the optimal degree. These

are k-fold cross validation and the F-test from Analysis Of Variance (ANOVA). By utilizing a visual

graphical analysis the method employing the F-test was determined to obtain more suitable results

and so only this one shall be explained in greater detail.

This method starts by using a degree of 0 (only a constant value feature), where the respective

model is obtained. Then, the degree is increased by 1, upon which the new model is trained. This

is followed by both the new model and the previous one being compared in the F-test. If the test

provides a value smaller than a low threshold, the new model is saved and the next degree is tested in

the same manner. On the other hand, if the value is higher, then the iteration stops and the model

from the lower degree is selected as the best.

The mentioned threshold has to be decided, for which a very low value of 0.0001 was selected, as

not only were we interested in the actual regression results but more importantly in insight, which

with a smaller degree is easier to achieve as more interpretable results are obtained.

For the cubic spline model a few parameters have to be selected. These are the number of

knots, their locations and the degree of each section. In order for the functions to be smooth, a

minimum degree of 3 is required, thus for better interpretability (simpler model) we selected this

value. Although selecting the knots manually for each combination of variables might lead to better

results, this was not feasible and as such the knots were fixed on selected quantiles of the distribution.

For this 2, 3 and 4 knots were tested. For the 2 knots they were positioned at the 33rd and 66th

percentiles. The positions for the 3 knots are at the 25th, 50th and 75th percentiles. Finally, for 4

knots, the placements are at the 20th, 40th, 60th and 80th percentiles. Via graphical analysis, 3

knots were found to perform the best, and as such this value is used from this point on.
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4.1.4.1 2D Regression

Having selected and parameterised the regression methods we proceeded with the obtention of the 2D

regression models and respective plots. However, these plots contain a large amount of information

and as such we will begin by explaining what each element means.

First, the title contains a few bits of important information. These are the two variables being

plotted, the model type (polynomial, logarithmic, etc.), the R-squared of the regression and the

model’s mathematical formula.

The points are colored in accordance to their status as outliers. The red points are severe outliers

that were removed before using regression. A few outlier detection methods were tested, from which

the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) performed the best, and

as such used.

In order to use DBSCAN, which is a clustering algorithm, a maximum distance value has to be

defined. For this, we performed an optimization task, where the size of the second largest cluster was

maximized. As this has to be done for each plot, a very fast and automated approach for optimization

was needed. We, as such, employed a combination of random and grid search, where the limits for

both were set to the minimums and maximums of the distributions. Furthermore, only a very limited

amount of values could be tested, with the grid search using a set of equidistant points, while random

search employed an identical amount of points sampled from an uniform distribution.

Once this optimization task is concluded, the points that are considered outliers are those that

belong to any but the largest cluster, whose members are in turn considered ordinary points.

The blue line indicates the first regression model, that was trained without those severe (red)

outliers. Unlike for the severe outliers where DBSCAN was employed, here the box plot outlier

detection method obtained the best results. This is a much simpler method that defines outliers as

those which are 1.5 times the inter quartile range from from the closest quartile of the distribution.

The values of prediction error were used for this detection and the outlier points marked orange.

The second regression model, in orange, is created by discarding the outliers of the first one

(orange and red points). Once again, the box plot outlier detection is performed, with new outliers

(those not considered outliers in the first model) marked yellow, while those that no longer are outliers,

marked blue. Finally, the points that at no time (before or during any regression) are considered

outliers are marked green.
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Having explained the contents of the regression figures we will now be analysing some of the

most relevant regressions obtained. Of course there are many instances were the regression was very

unsuccessfully, as well as many large sets of very similar and successful regressions. Only one element

of each successful set of regressions will be explained, while all failed regressions will be ignored as

these did not influence our decision making.

The first of several regression results can be seen on figure 4.16, which shows the regression of

Tang Delta (90º) given 2-FAL. With an R-squared greater than 0.92 this regression is very good. If

we refer back to the correlation heatmap we can see that this relation is not shown, meaning that it

is a strictly non linear relation, for which a polynomial of degree 2 was found to be the best fit.

Figure 4.16: 2D regression of Tang Delta (90º) given 2-FAL

Another plot with very similar features is shown in figure 4.17 of CH4 given C2H6. Once again

it shows a quadratic polynomial regression whose correlation is not presented in the heatmap. The

most striking feature, however, is the collection of severe outliers. These and other similar points will

have to be carefully handled in the next steps.

Figure 4.17: 2D regression of CH4 given C2H6

One plot that shows a quite different relation is that in figure 4.18, of C2H6 given CH4. Although
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it presents the exact same variables as the previous plot, just swapped, this one tells a very different

story. We can clearly see that the plot splits into two, implying the existence of two implicit models.

The same also leads us to the conclusion that a third variable might cleanly distinguish these, improving

the results by a good amount.

Figure 4.18: 2D regression of C2H6 given CH4

As pointed out in the previous subsection, it was expected that for N2 given O2 the regression

results would be much worse in the higher values. We confirm our expectations by looking at figure

4.19, containing said regression.

Figure 4.19: 2D regression of N2 given O2

4.1.4.2 3D Regression

Results like those shown in figure 4.18 give greater weight to the task of identifying relations with a

larger number of intervening variables, and as such, regression using 3 variables was performed.

Both the methods and the meaning of the plot elements remain the same as those in the 2D

regressions, with two exceptions. The first is the non creation of the title and as such the lack of all
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its contents. The second is that, although the first model was created, the regression plane is not

plotted (to reduce clutter).

All the 3D plots were created with 3D plotting software, and due to its nature getting a good

idea of what is displayed from a single image is more difficult. Much like for the 2D regression, many

plots were not analysed due to belonging to a group where all elements are very similar. From these

groups, if the performance was found to be sufficient, exactly one element was presented. Given this,

all examples with subpar performance were not included in our analysis.

Another factor that makes it so a plot will not be analysed is the lack of contribution from all

variables. This happens when one feature and one target have a very strong relation, and as such,

although the third variable is not relevant, the regression achieves great results.

For the first 3D plot we turn our attention to figure 4.20, containing the regression of Reference

given Flash Point and Part14. For this one the model is a polynomial of degree 1, meaning a linear

regression. We can also see that there are no severe outliers, only with one moderate outlier.

Figure 4.20: 3D regression of Reference given Flash Point and Part14

The second regression plot pertaining to the obtention of Manufacture Year by using Flash Point

and Part14, much like in the previous plot, can be seen in figure 4.21. Here, the selected polynomial

degree is 2 and with a R-squared greater than 0.95, the combination of these two features greatly

improves prediction strength when compared to each individually, which achieved less than 0.7.

In figure 4.22 we can again see an example of a regression which achieves much better results

than those by each feature individually. This figure shows the regression of Viscosity (90º) given Oil

Weight and Part14.

With the previous 3 figures selected we can see a trend. That trend is that although Part14
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Figure 4.21: 3D regression of Manufacture Year given Flash Point and Part14

Figure 4.22: 3D regression of Viscosity (90º) given Oil Weight and Part14

individually does not allow for great regression results, by being combined with other variables it

becomes much more useful. Although we will not present any more examples with Part14, many

more of this happening exist.

For a different kind of distribution we can look at figure 4.23, where Viscosity (90º) and Part6 are

used to predict Tang Delta (90º). Unlike the previous two quadratic plots, the signs of the second

degree are different, as such creating a saddle surface.

Finally, we present figure 4.24, where C2H6 and Interfacial Tension are used to predict CH4.

We remind the reader that in the 2D regressions we mentioned that of CH4 given C2H6, where

we concluded that two underlying distributions are present and, therefore we would expect a third

variable to be able to differentiate them. The aforementioned figure shows one example where a

variable permits such a differentiation.
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Figure 4.23: 3D regression of Tang Delta (90º) given Viscosity (90º) and Part6

Figure 4.24: 3D regression of C2H6 given Interfacial Tension and CH4

4.1.5 Visualization Takeaways

Given the extensive visualization that was performed a recap of the main takeaways is warranted. We

started by detailing the contents of the dataset, where we enumerate the existing variables and their

meanings, finding the existence of transformer, sample, furanic compound, DGA, Oil and Particle

variables.

Then we proceeded with an analysis of statistical moments, for which a table containing missing

value data, means, modes, minimums, maximums, quantiles and other metrics was used. It was

concluded that the variables have very different scales and distributions.

To better understand said distributions we performed univariate analyses, where histograms,

box plots and bar plots were employed for the task. It was concluded that most variables are very

unbalanced, with the numeric ones being mostly left skewed, while the categorical ones having very

dominant values.
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Having thoroughly studied the data distributions of individual variables we moved to the relations

between them. For this we employed among many other plots, scatter plots and correlation heatmaps.

From these we identified some groups of variables that have high correlation and as such would be

useful in regressions. The finding that the variance of some variables is related with the values of

others was a very important one. We also identified that some variable relations are intrinsically non

linear.

Finally, in order to better explore these non linear relations we expanded our approach with several

simple regression methods. First we did regressions with pairs of variables, but after analysing cases

with multiple underling models we moved to regressions with 3 variables, hoping an extra variable

would differentiate between models, which was found to be the case.

This visualization section was considered a requirement to properly explain and justify our decision

making in the following sections, as well as to understand the final results and conclusions. As such,

throughout the next sections we will also be indicating what parts of this visualization process are

most responsible for the decisions being made.

4.2 Preprocessing

Having established our goal in chapter 1 and thoroughly described our dataset in the previous section

of this chapter we will now explain our preprocessing approach.

Other than a few internal type corrections, the fist step was to handle missing and conditional

string values. What we mean by conditional string values are those like "< 0.05" or ">= 8", which

in order to be replaced correctly require us to apply a condition/restriction.

Given the small size of the dataset and the large amount of missing or conditional string values,

the simplest method of just removing rows with these is not applicable, as such our focus is on

imputation.

4.2.1 Missing Numerical Value Imputation

For numeric missing value imputation we tested 3 techniques of increasing complexity. These are

mean imputation, regression imputation and a novel method that we developed, which we decided to

call Regression Sampling Imputation (RSI).
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The mean imputation is very simple. Here each missing value is just replaced with with the

variables mean. The regression imputation uses a simple K Nearest Neighbours (KNN) model with

all variables. Different values for the number of neighbours were tested and we settled on 5.

For the third type, RSI, as it is more complex and a new approach we will provide a more in depth

explanation. Figure 4.25 shows a flowchart of the algorithm.

This algorithm works in the following way. First it is verified if there are missing values, and if

there are, a set of regression models, containing all combinations of size n with the variable as a

target, is created. We tested sizes 2 and 3, with 3 proving to be the best.

Then, we remove poor models, with those being the ones with an R-squared less than a given

threshold. If no models remain we utilize the backup strategy of imputing with the mean.

We follow this by, for each missing value, sampling a random model, weighing each model

proportionally to its respective R-squared. For the model selected we get the prediction and check if

it is inside the variable’s range.

As imputing with values outside the range will probably lead to bad results, we resample if that is

the case, otherwise we impute with the obtained value. To prevent long or infinite resampling loops

we limit these to 10 attempts, and if this limit is reached we impute the value with the mean.

This algorithm was developed with a few goals in mind. In contrast to the simple mean imputation

it preserves much better the data distribution. The comparison with a regression imputation method

that simply uses all variables at once is, on the other hand, slightly more nuanced.

When using a regression algorithm for imputation the data distribution and relations are preserved,

however, a degree of bias caused by this regression is created. Such bias can be easily seen on

continuous regression techniques such as polynomial regression, where in two dimensions all points

will fall inside a line.

This can greatly hinder results and generalization, therefore, in order to combat this a common

naive approach is to simply add random noise to the predictions. However, this noise is usually

unrelated with the relations and distributions of the variables and, as such, also leads to other

problems.

Taking these limitations into consideration we developed this method that while preserving the

relations and distributions of variables simultaneously maintains a degree of variance caused by the

differences in the regression models, thus creating noise that is in accordance to the dataset.
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Figure 4.25: Flowchart of the regression sampling imputation algorithm

4.2.2 Conditional String Replacement

To replace the conditional string values mentioned at the beginning of this section, the same methods

as those used for the numerical missing values were tested. That is, the methods of mean, regression

and RSI.

The main divergence in the method for these types of values when compared to the previous ones

is the restriction of the dataset to only the subset in which the condition is fulfilled. This is, if we

have, for example, the value "< 1", we limit the dataset to the rows for which this variable has values

less than one.

4.2.3 Missing Categorical Value Imputation

Once again, for the imputation of categorical variables a similar approach was used. Instead of the

mean used for both numerical and categorical string imputation, we used the mode. Instead of our
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RSI method we used Classification Sampling Imputation (CSI), which utilizes the same underling

algorithm, with the regression models replaced with KNN. And, finally, the KNN that was used for

regression was only slightly changed to be applicable to classification (by label encoding the classes

and limiting neighbours to 1).

4.2.4 Transformations

Having imputed all missing values and transformed all variables to the correct types, we proceeded with

some transformation of the dataset. Some of these transformation were employed to accommodate

the modelling process, such as one hot encoding, while others to attempt to improve results, such as

box cox.

The first transformation used is, the aforementioned, one hot encoding of the categorical variables.

Very few machine learning algorithms can directly handle categorical variables, so this is a crucial

step towards our goal. Due to its importance, this transformation was always used in all our models.

Because of the large amount of variables, further increased by the one hot encoding step, we

looked at various methods for dimensional reduction. From these two promising ones were selected

and subsequently tested.

The first one is Principal Component Analysis (PCA), for which the variables to be combined

were selected by using their correlations. This selection works by finding the sets of variables that

have high (absolute) correlations amongst themselves. In order to to do this a threshold value for the

correlation has to be selected. Several values for this threshold for were tested, with lower threshold

values leading to a greater dimensionality reduction.

Although several methods exist for the selection of the number of principal components to keep,

we employed the simplest one, selecting only the best component. This was done as other methods

did not seem promising and due to the limited amount of time available to try other approaches.

The second type of dimensionality reduction method involves using a regression method, from

which the importance of each parameter is extracted via the weights for each variable. To obtain

the model from which the variable importances will be gathered, the regression of the DGA variables

values was performed. For this task many (although not all) regression methods can be used and

therefore, due to its simplicity, short computational time and generally good results, the extra trees

method was selected.
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As seen in the previous section, the variables have extremely different distributions from each

other. Adding to that, both proportional or inversely proportional relations were found between the

variance of some variables and the values of others, which would most likely lead to the worsening of

modeling results. To address both these problems the box cox transformation of these variables was

performed, making their distributions closer to that of a normal distribution. This transformation

also has two other advantages, with these being, the significant improvement of statistically based

methods, while simultaneously tending to improve models computation times.

The last main issue which we aimed at solving by using transformations is that of the wildly

different variable scales, which not only make it more difficult to understand results, but also are

known to greatly decrease the performance of many models as well as worsen computational times.

To solve this we employed the simple solution of normalizing the variables, thus scaling the their

values to lay between 0 and 1.

Lastly, one thing that is important to note is that as the DGA variables are our targets, most of

these transformations were not applied or were applied conditionally later during modeling. In fact,

the dimentionality reduction methods were never used on these, and of course, as no DGA variable is

categorical, neither did one hot encoding. Box cox and normalization, on the other hand, are the

transformations that are employed at a later step, but only for the DGA variables that are not being

predicted.

4.2.5 Validation

For the last part of the preprocesing section we will be looking at graphical results for some of the

imputation and transformation steps, in order to give the reader a better understanding of what

exactly is being done and what are the obtained results.

First we will analyse an example comparing all of the implemented numerical imputation methods.

Figures 4.26, 4.27 and 4.28 show the results of each these methods on Interfacial Tension.

The first one is the mean, which results in exactly what we would expect, with all imputed entries

having the same value. It is obvious that most information is not preserved, leading on one hand to

the prevention of more complex algorithms from finding good relations, while on the other reducing

the likelihood of overfitting.

The regression imputation method is presented on the second image, which displays imputed



4.2. Preprocessing 57

Figure 4.26: Histogram of Interfacial Tension mean imputation

Figure 4.27: Histogram of Interfacial Tension regression imputation

values substantially more similar to those of the distribution. This of course maintains far more

information, but it is also obvious that the distribution of the imputed values is still far from the

original values.

The last numerical imputation image shows our RSI method, which maintains the distribution of

the variable even more than the previous approaches. This does not necessarily mean it is better,

since as only 2 features are being used, higher dimensional relations might not be found.

The last thing we would like to note regarding these results is the slightly left shifted imputed

Figure 4.28: Histogram of Interfacial Tension regression sampling imputation
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values for both regression and RSI when compared to the original data. Although at first glance it

might seem that the results are not great, this shifting is both expected and proves the quality of

the imputation. This is the case because in the dataset the missing values occur in earlier samples

and as such on newer (at the sampling time) PTs. It is well known that PTs near to their beginning

of life present lower values for many variables, such as DGA, furanic compounds or indeed the one

presented.

We will not provide a detailed example of the conditional string replacement methods as the

results for these are very similar to the one just seen, with just one notable exception. Unlike for

missing values, these types of values appear in later samples, and as such, the shifting previously

observed is reversed, with imputed values being slightly right shifted.

The categorical value imputation, once again, presents similar results to those from the numerical

imputation and will not be detailed. In this case as there is no relation between transformer age and

the categorical variables there is no deviation from the distributions.

From the set of performed transformations only a few will be further explored. One hot encoding,

extra trees variable selection and normalization do not presenting any further interesting information,

and as such, do not make the cut. This is due to the fact that one hot encoding just creates new

categorical variables in a totally predictable manner; extra trees does not present any graphical models,

while analysing its selected variables would not give any further insights; and normalization simply

scales values, thus only the axis values would change.

This as such leaves, for the first transformation we will be looking at, PCA. For this we will be

analysing a single component and the variables that comprise it. On figures 4.29 and 4.30 we can see

the histograms of Cor and Acidity Index, while on 4.31 we can the the histogram of the respective

principal component.

Figure 4.29: Histogram of the Cor variable
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Figure 4.30: Histogram of the Acidity Index variable

Figure 4.31: Histogram of the Acidity Index and Cor first principal component (PCA1)

Here it is clear that the two original variables have very similar distributions, although with

different scales. Both follow a roughly exponential distribution curve, which is preserved, and in fact,

amplified in the PCA component, making it easy to see how the main information from both variables

is preserved.

For a good example of the effects of box cox transformations on our variables we can compare

the figures 4.32 and 4.33, containing the original and the box cox transformed values of 2-FAL. This

example is great as it allows us to see both what its success looks like and one of the limitations

associated with this transformation. On the first figure we can see that most values are close or equal

to 0, while a long tail extends beyond the value of 3. On the transformed variable we see that most

of the distribution is now normal, however, since box cox does not transform values of exactly 0 in

any way, a large amount of values outside the main body of the distribution is left. This, nevertheless,

is not necessarily a problem, since as these values present little information some methods might be

able to focus more on the more extreme and interesting cases, leading to better results.
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Figure 4.32: Histogram of the 2-FAL variable

Figure 4.33: Histogram of the Box Cox transformed 2-FAL variable

4.3 Modeling

With the crucial visualization and preprocessing steps concluded and thoroughly detailed we now move

to the core of our problem solving methodology, which is, of course, our subset selection approach

and the generation, training and fine tuning of a myriad of machine learning algorithms.

4.3.1 Subset Selection

The first important component of our modeling approach encompasses the methods used for the

selection of the subsets to test. As the amount of our DGA variables is 9, the total number of

possible subsets, ignoring the complete set (a complete set would mean no reduction in variables) is

511. Although this number is not high when it comes to subset selection problems, as these grow

exponentially with the number of variables, it is nevertheless, due to the large number of tests and

lengthy computational times, unfeasible. Therefore, due to these limitations only a small amount of
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all these can reasonably be tested in our limited time span.

A large number of subset selection methods exist, from which we selected two, with these being

Greedy Forward selection (GFS) and Greedy Backward Elimination (GBE). These were selected as a

middle ground between testing all combinations or only a hand picked few. They work by adding or

removing a variable at a time, comparing each generated set and proceeding with the best. This is

repeated until no variables remain in case of GBE or until all variables are present in case of GFS.

Using this process the number of subsets that need to be tested is reduced from 511 to 45.

To better explain how the selected methods work we present in figure 4.34 a flowchart of one of

them and its integration with the rest of the modeling approach. We will only analyse the chart for

GBE, as GFS is equivalent with the exception that removal operations are replaced with addition.

Figure 4.34: Flowchart of the GBE method

The first step in this method is to obtain the full feature set, which in this case contains all DGA

variables and any support variable (Oils, Date, etc.). Then we obtain a new set with one of the DGA
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features removed.

As we pointed out on the prepossessing section, the DGA variables were not immediately

transformed, with this being delayed until a later moment. As at this point we know which DGA

variables will be predicted and which will be used as features, now we perform the transformations

of those that are not targets. This means that if the dataset was transformed via Box Cox or

Normalization, so are now the new DGA features. An important step is to add a constant value in

case no variable remains. This only happens in the last iteration if no support features are used.

Completing our set of DGA variable transformations we split the dataset into train, test and

validation sets. We follow this by doing grid search cross validation, which will be detailed later, using

the train and validation sets. Once this search process is complete we check this iteration’s best

model’s performance using the test set and if it outperforms the best previously found we update our

list containing the best models and subsets with the new model and its utilized subset.

Now, if there are still variables whose removal has not been tested we proceed with the next one,

otherwise, we change our base feature set with the best one found this iteration. In case all DGA

variables have now been removed, which of course does not happen in the first iteration, the selection

process finishes and the best models and subsets for each subset size are returned.

Thus, to summarize, we start with the full DGA feature set and for each variable we move it from

features to targets. Then we apply Box Cox, normalization or add a constant column as needed. This

is followed by grid search cross validation to find the best models. Finally we update the set with the

best subset found and do the next iteration with it.

4.3.2 Grid Search

In the previous part we referred that grid search cross validation is being used during the subset

selection process. Although both grid search and cross validation are very common algorithms in data

science and machine learning tasks we will still go into further detail on how this process is done, due

to its central role on our methodology.

Grid search combs through a parameter space in a grid pattern, testing all combinations of the

supplied parameters. In order to obtain the results for each parameter combination and compare

them, we selected cross validation, which allows us to get robust performance metrics for our limited

dataset. Cross validation splits the dataset into a number of folds, all with similar or equal sizes and
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then utilizes one fold as a test set and all others combined as a training set. Each fold is selected in

turn to be tested, thus obtaining multiple measures of models trained and then tested on slightly sets.

The performance measures for all are averaged, therefore creating robust performance metrics while

utilizing the dataset to its full extent.

In our case we set the number of folds to 5, not testing any other values as trying other parameters

took precedence in importance, due to greater expected impacts on performance. As our objective is

do identify general DGA gas subsets and respective models that can be used to reobtain discarded

variables, the importance of each predicted DGA variable is equal, and with them having different

scales, a scale independent performance metric was required for comparisons. Thus, we opted for

the minimum of the R-squared values for all targets, fulfilling all the stated requisites and, as such,

guiding the search to the improvement of the worst performing variable predictions.

In our grid search approach a train and validation set are supplied, with the train set being used

for cross validation, while the validation is set aside for selecting amongst the different model types,

6 of which were tested in total.

Figure 4.35 shows an example of our grid search parameter data structure. We can see that it is

a list, where each element contains the grid for one model. Each of these is itself a list, containing

a set of individual parameter grids. Each grid set is done in such a way to avoid overlapping the

search, thus preventing the testing of multiple equivalent parameter configurations, or to bound

computational time.

To better explain this with one example we point out the first element of this data structure

pertaining to the parameters of the Support Vector Regression (SVR) model, where 3 separate grids

were created. The first and second elements were separated due to computational limitations, as

the value of the hyperparameter C increases computation time far more for the linear kernel, thus

needing to be limited. The third element was separated as the hyperparameters of degree and gamma

only affect the polynomial kernel and as such, setting them for the others would lead to wasted time

trying equivalent combinations.

The last thing that is important to address is reason as to why we used grid search rather

than random search, which is known to achieve comparable results. Our motives are three fold.

First, utilizing a static grid search more easily allows comparing results as these are less affected by

randomness. The second reason is that random search would make it harder to pinpoint reasonable

parameter ranges, as even using randomness the minima, maxima or distribution altering parameters
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Figure 4.35: Data structure of the hyperparameters for grid search cross validation

would need to be set. Finally, as many parameters affect computational time, randomly assigning

them would make it too unpredictable, with for example almost all Multi Layer Perceptron (MLP)

hyperparameters greatly affecting execution time, and as such, differences of up to hundreds of times

between tests would not be out of the ordinary.
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4.3.3 Models

The last thing that we need to address in this section is what models and respective hyperparameters

are being trained and tested. The problem at hand is of a multi-output regression nature and as such

we need models that can predict multiple targets.

This as such divides our models into two kinds. Those that have multiple output capabilities

by default and those that do not. Although it might seem that models that do not allow multiple

outputs are not suitable, there is a simple method to allow their usage. This method encompasses

training a model for each output and then handling these in a group. The main limitation of this

approach is that the models cannot take advantage of the relations between targets and as such

might obtain worse results.

As mentioned in the previous subsection, a total of 6 models were tested. From these two

have intrinsically multi-output capabilities, which are MLPs and Random Forests (RFs). From the

remaining 4 models, two of them are the aforementioned ones but trained in the non multi-output

manner referenced before. The other two models are the already mentioned SVR and the Gradient

Boosting Regressor (GBR).

This model selection was chosen in order to cover a relatively large space of model types, with

each of them being trained, storing information and making predictions in substantially different ways.

The final thing we would like to note is that the model types do not have to be the same for

each subset size, with for example, the selected model that predicts all DGA variables (uses only

support features) being a SVR, while the one that only predicts H2 being an MLP. The kinds of

results, subsets and models obtained will, however, only be detailed in chapters 5 and 6.

4.4 Summary

Throughout this chapter we presented the bulk of our development work. We started by thoroughly

describing the dataset and restating the problem. A set of graphical, statistical, univariate, bivariate,

and regression analyses were performed. From these we identified the problems, limitations and

strengths of the dataset.

Armed with this knowledge we proceeded with the crucial preprocessing steps. We started

with value corrections, type corrections and missing value imputation, for which we developed a
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novel imputation approach, RSI (and the categorical equivalent CSI). Then we performed data

transformations, where we reduced and combined variables, changed their distributions and modified

their scale.

With a full understanding of our dataset and its preparation completed, we started detailing our

modeling approach, where the usage of GBE and GFS algorithms to find the DGA gas subsets was

done. We followed with the implementation of grid search cross validation for selecting amongst

models and their respective hyperparameters. And finally, we performed a description and selection

of the model types, from which SVRs, MLPs, RFs, GBRs and two variants were employed.

All these steps required the selection of hyperparameters, parameters, settings or their respective

ranges, as well as, the way in which these were tested, compared and finally selected will be presented

in the following chapter.



Chapter 5

Tests And Validation

In order to obtain the best possible model performance, the fine tuning of the preprocessing steps and

of the prediction methods employed is of great importance. Although this process usually does not

heavily impact the size of the code base produced or the number of results presented, its presence

is heavily felt in the amount of time taken setting up and testing a huge amount of preprocessing

and model configurations. We will, as such, start this chapter by explaining our testing approach.

However, with only the testing and fine tuning of the different aspects of our approach we still cannot

be convinced of its efficacy. Thus, another extremely important step is the validation of the obtained

results. We dedicate the latter part of this chapter to detail our validation steps and methods, which

mostly fall within the testing of our obtained models on real problems.

5.1 Test Configurations

As we have presented on the previous chapter, the possible number of test configurations is huge,

with multiple transformations that can be added or removed, several imputation steps, each with

many parameters, a large amount of models and respective hyperparameters and more. Given this

sheer amount of possible combinations, it simply is not feasible to test them all. As such, for the

most part, each setting, parameter or hyperparameter is tested and tuned in isolation, with only a

few instances where multiple are modified together to identify relations between them.

We have divided this section by the multiple types of settings that we had to tune and for better

comprehension we have done so in the order in which it was done. Starting, as such, with the selection

of the imputation method’s hyperparameters.

67
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5.1.1 Imputation Algorithms’ Hyperparameters

Before any modeling can be done or even before it makes sense to perform any data transformations,

the problem of missing values must be handled. Therefore, choosing the best hyperparameters for

each of the implemented imputation algorithms was required. As mentioned in the previous chapter,

3 types of imputation methods for each of the imputations tasks were implemented. The simplest

ones, mean (for numerical and conditional strings) and mode (for categorical), do not require any

tuning, as such leaving us with two other methods to look at.

The simple regression imputation method, used for all but the categorical imputation task, is

from the remaining two the simplest. It predicts one variable while using all others as features.

For this K Nearest Neighbours (KNN) was employed. KNN in this context has two very important

hyperparameters to tune, the number k of neighbours and the distance metric used. Each of these

was tested independently. These tests were done via a graphical analysis, where most of the best

and some worst results were looked at to identify over or under fitting. For the value of k, the range

of values from 1 through 7 were tested, with the value 5 identified as the best. In the same way 3

distance metrics were tested, euclidean, manhattan and mahalanobis, with euclidean proving to be

the best. These hyperparameters are only applicable for the case of numerical and conditional string

imputation, with for the categorical imputation only a value k of 1 being applicable and distance

metrics making no noticeable difference.

The second imputation method that requires hyperparameter selection is our novel Regression

Sampling Imputation (RSI). We recall that this method, unlike the previous, predicts one variable

from a subset of n others, selecting the models and subsets at random, weighing them by their

R-squared performance. Furthermore, we point out that this method implements 4 different regression

models, polynomial, exponential, logarithmic and cubic spline, from which only polynomial and cubic

spline have tunable parameters. Much like for regression imputation, the selection was done via

graphical analysis, with all parameters being selected by inspecting regression results. We started by

selecting the value of n for the subset size. With n of 1, the total number of regression models to

create is 14821, while for a value of 2, 27417. Further increasing this value turns the computation

unfeasible, running into both time and memory limitations.
1The formula to calculate these values is 39 × 38Cn. With n=3 the obtained number is 329004.
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5.1.1.1 Polynomial Imputation

For polynomial regression one parameter that has to be tuned is the maximum degree, while another

is the method for selecting the best degree. Each method has itself other parameters that have to be

selected.

The two tested methods for the polynomial degree selection were cross validation and a statistical

F-test, like those found in an Analysis Of Variance (ANOVA) table. The initial maximum degree

of the polynomial was set to 10. Cross validation has the parameter for the number of folds, but

only 5 were used at any time. The F-test compares two models, taking into consideration both the

performance and number of parameters. A low F-value indicates that the more complex model is

statistically better. A threshold for this "low value" has to be set, were from the few tested a very

low 0.0001 was selected, greatly reducing the degree of the obtained models. From both methods,

the F-test obtained better results. Furthermore, given the high bounding power of this method, the

selection of a maximum degree became unnecessary, and as such, only for computational purposes, it

was left at the original value of 10.

5.1.1.2 Cubic Spline Imputation

For cubic spline, the parameters that need to be selected are the number of knots, their locations and

the degree of each section between knots. Due to both the extreme amount of possible feature and

target combinations for the regression, which impossibilitated the manual selection of the knots, and

the wide range of possible distributions, a way to automatically select the knot locations was devised.

This method places the knots at equidistant quantiles, thus ensuring that the most dense regions

contain the highest model complexity. In order to reduce outfitting, while creating smooth regression

curves a degree of 3 for each section was selected, with no others tested. Finally, the number of

knots was selected, with the values of 2, 3 and 4 being tried and 3 proving to be the best.

5.1.2 The Initial Configuration

Once the selection of the parameters for the imputation process was completed and the process itself

concluded, the initial fine tuning of the models hyperparameter ranges for testing was undertaken.

But before we explain the processes by which such was done we must detail the initial configuration

of the dataset. That is, to describe which imputation techniques, transformations and respective
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parameters were selected.

At this point it bears mentioning that the modeling approach was conducted on two different

datasets stemming from the original one. The first one is simply the original dataset with all the

preprocessing steps applied to it. The second one, on the other hand, had it’s support variables

removed, thus containing only the Dissolved Gas Analysis (DGA) ones. The reasoning for this is

twofold. First, testing a dataset without the support variables allows us to assess their degree of

usefulness. Second, in order to prove the generality of this technique, only using a dataset with

support variables that might in most circumstances be unavailable or inapplicable is not reliable.

Thus, by using only DGA variables we are able to show that the results work when only the minimal

amount of information (for it to make sense for our method to be applied) is present.

With this being said, the initial configuration was setup as follows. For the numerical and

conditional string imputation, the RSI method was used, while for conditional imputation, Classification

Sampling Imputation (CSI) was used. Principal Component Analysis (PCA) was employed with the

components originating from the sets of variables that have correlation of 0.8 or greater amongst

them selves. Thus, 3 components were created. The first one has Cor and Acidity Index. The

second one has Part4 and Part6. And the third one has the one hot encoded columns for Shell oil

brand and Diala D oil type. Extra trees dimentionality reduction was not applied, while Box Cox and

normalization were.

We selected this initial configuration because we expected it to be the best one. However, tuning

the model hyperparamters on one configuration leads to the bias towards it when testing others.

Although as the parameters where only tuned for the full dataset and copied for the DGA only dataset,

we would expect that this bias if far smaller for this second one, thus either validating or invalidating

our preprocessing choices.

5.1.3 Initial Hyperparameter Search

With the initial dataset preprocessing configuration detailed, the selection and fine tuning of model

hyperparameters proceeded. Before analysing the methods by which we selected the parameters,

an implementation detail has to be explained. This is that the models employed all came from the

python sklearn library, and thus, if a parameter is not referred or is somehow ignored, its value is that

of the default.

Each model was tuned at a time, with each parameter itself also being selected independently.



5.1. Test Configurations 71

Starting with all the default values, one promising hyperparameter was selected and a broad range of

values for it tested. If the selected best values landed far from any extreme (minimum or maximum),

the range was reduced, while if the extreme proved to be the best value, a new further value was

added. This process was done iteratively until either the selected values fell totally inside our ranges

and were on similar scales to those allowed or until computational times became excessive, either due

to an extremely large amount of combinations to test, caused by a large grid, or due to the effect a

parameter value has in increasing time or memory usage (like the Random Forest (RF) number of

estimators parameter).

Regardless of the selected values if a hyperparameter was found to have only negligible effects on

model performance it was once again removed from the hyperparameter test grid. On the other hand,

if it was found to have significant results it was permanently added and, as such, always tested from

then on in combination with others. The magnitude of its effects was obtained by looking at the test

performance for each subset size, and by identifying changes in any of them.

In order to combat the previously mentioned preprocessing bias caused by this approach, the

ranges were kept very broad and not very detailed. Thus, unless a dataset would require wildly

different ranges for optimal hyperparameters, any improvements should still be noticeable and, as

such, preprocessing configurations comparable.

Thus, applying this process to all models, the hyperparameters that were found to be worthwhile

tuning were:

For Support Vector Regressions (SVRs):

• Kernel - From which linear, polynomial and rfb were found to be the only ones obtaining

good results.

• C - A regularization parameter that greatly impacts computational time.

• Degree - Only applicable for polynomial kernel.

• Gamma - Kernel coefficient only applicable for polynomial and rfb kernel. Value different

from default found to be useful only for polynomial.

For Multi Layer Perceptrons (MLPs):

• Hidden layer size - Size and number of hidden layers.

• Activation function - Function used in each neuron. Only the Rectified Linear Unit (ReLu)

and tanh were found to be useful.
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• Batch size - Minibatch size for training. Smaller values increase computational time.

• Maximum iterations - Maximum number of iterations before automatically stopping. Might

stop earlier if the early stopping criteria is met.

For RFs:

• Number of estimators - Number of different trees trained. Proportionally impacts

computational time and memory usage.

• Maximum features - Method for selecting maximum number of features per tree. Either

logarithm or square root of total number o features.

For Gradient Boosting Regressors (GBRs):

• Learning rate - Greatly impacts computational time.

• Criterion - Method by which splits are compared. Only Friedman Mean Squared Error

(MSE) and regular MSE were found to be useful.

• Minimum samples per split.

• Minimum samples per leaf.

• Maximum features - Method for selecting maximum number of features per tree. Either

logarithm or square root of total number o features.

From this list of hyperparameters there are a few surprising things to note. Firstly, some of the

MLPs hyperparameters that are known to be important and to usually improve results were found

to not have a significant impact on performance. Those such as momentum and other parameters

related to its functioning, learning rate and regularization terms. Then the RF and GBR methods,

which both use Decision Trees (DTs) had quite different results in terms of the hyperparameters

found to be relevant. With criterion, minimum samples per leaf or minimum samples per split, being

found to need tuning in the later but not in the former.

One final thing that bears mentioning is that although both MLPs and RFs have two versions,

one using their intrinsic multiple output capabilities and another not, the hyperparameters selected

for each version were the exact same.
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5.1.4 Preprocessing Fine Tuning

With a reasonable set of hyperparameters selected and a viable broad range for their values identified,

the tuning of the preprocessing steps followed. But before describing our methodology and findings,

it is important to mention how we compared different setups. As there are multiple subset sizes, each

with their own regression metrics, no single value can be used for comparisons, since an improvement

of the results for one size can lead to the detriment of another. As such, the comparison proceeded

by selecting a minimum required R-squared, then identifying the size of the smallest subset that

attains it. One set is considered better if its minimum size, achieving a R-squared greater than the

selected threshold, is smaller. In case the sizes found are the same, the performances for each of

these minimum sets are used as the comparison.

For the full dataset a threshold of 0.7 was selected as it is considered a high value for R-squared.

On the other hand, the DGA only dataset is not capable of reducing the size as much, but achieves

better results on the subsets of greater dimension. Due to this, a value of 0.9, which is very high, was

selected. This, of course, means that the full and DGA only datasets might have different optimal

preprocessing strategies. This, however is not a problem as both can be handled independently.

With the subject of result comparison addressed, our preprocessing fine tuning went as follows.

We started with the full dataset, tuning individually, one at a time, each of the preprocessing steps.

We began with the imputation steps, which are 3 in total, each having 3 different possible methods.

For the numerical value imputation, the mean, regression and RSI methods were tested, with RSI

proving the best. The same was done for the conditional string imputation, where, once again, RSI

proved to be the best. For categorical imputation, the mode, classification and CSI strategies were

tested, with CSI achieving the best results.

Then we moved to the tuning of the transformations. Starting with PCA, several alternatives

were tested. The first alternative was to totally disable it. All others involve setting the correlation

threshold for variable combination to various values, where 0.4, 0.5, 0.6, 0.7 and 0.8 tested. In the

end, performing PCA with a threshold of 0.8 obtained the best performance.

The final 3 tested variations all involved disabling or enabling a transformation. Using the extra

trees for dimentionality reduction was found not to be helpful, probably as the PCA was already doing

most of the required dimentionality reduction. Box Cox presented the most interesting case. While

disabling it substantially improved results for the higher subset dimensions, it however hindered those

for smaller dimensions. Furthermore disabling Box Cox roughly doubled modeling times, from about
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6 to 12 hours. Finally, disabling normalization was tried, however, an increase of over 100 times the

computational time was observed and thus it was not possible to finish the model training.

As no change to the steps present in the original configuration improved results, continuing with

more tests in the same way was not doable and, as such, a couple different approaches were performed.

The first of which, involved changing all the imputation steps simultaneously from our sampling

methods to simple regression and classification. Mostly the same outcomes were observed in respect

to the previous approach, with the exception that for PCA the best threshold was decreased from 0.8

to 0.7. However, as these results were still worse than the original ones, they were discarded. The

final performed experiment is very similar to the previous one, replacing the imputation steps with

the mean and mode. Once more, the results were virtually identical, with the exception being that

disabling the PCA and enabling the extra trees dimentionality reduction was found to be optimal.

But, once again, the results were still worse that those from the original configuration.

For the DGA only dataset the same set of tests were performed, with exactly the same conclusions

and thus will not be detailed. Thus, we reached the conclusion that our original preprocessing

configuration was the best and, as such, we proceeded with further fine tuning of the models

hyperparameters.

5.1.5 Final Model Hyperparameter Tuning

As the final part of our parameter tuning approach, in order to obtain the best results possible, we

went back to model hyperparameter tuning. Unlike for the initial one, whose objective was to be both

broad and fast enough to find the best preprocessing configuration, this time our goal is to greatly

detail it, to find the truly best hyperparameters.

The approach taken in this final tuning is much alike the previous one, changing the ranges of

the hyperparameters, one parameter and model at a time. One of the main differences is that the

computational time limit was raised from a cap of roughly 6 hours to 72 hours (3 days). Thus, a

more granular grid, where more costly hyperparameter configurations were permitted, was created.

Another important difference is that unlike the previous hyperparameter tuning, this time no new

hyperparameters were added, thus leaving only those previously found.
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5.2 Validation

Up until this point the entirety of our results and performance comparisons rely on the value of R-

squared obtained by the regressions. Although this is quite sufficient for model tuning and performance

improvement, these results are not our final objective and due to some features of our approach are

not totally reliable.

The attentive reader might have noticed in the previous section that the selection of the tuning

parameters was in some part performed directly by comparing the results gathered from the test set,

thus inducing some, however low, degree of bias and possible overfitting.

Another important aspect to note is that our work has a few different objectives. One is to

identify subsets of DGA gases to guide and aid in the selection and allocation of resources for the

most important sensing equipment and lab analysis. But another is to create models which with a

limited set of DGA variables can construct a full set of them for usage in a variety of real problems.

Thus, our work is intended in part as support to other modeling, predictive and machine learning

activities.

Taking these two important objectives into consideration a somewhat extensive validation approach

was developed. It first includes an outlier/extreme value analysis, and then the application of our

models and respectively created datasets to a few relatively common DGA failure diagnosis techniques.

5.2.1 Outlier Validation

The vast majority of DGA problems include some sort of anomaly analysis, whether for failure

prediction or diagnosis, abnormal events, power spikes or others. As such, the first step of our result

validation approach involves verifying the integrity of the extremes obtained when compared with the

original dataset. For this two separate tests were performed.

The first one looks at the regression results restricted to the points that are found to be outliers.

This means, very simply, that the entries for which a variable is found to be an outlier in the original

distribution are obtained an then the same metrics as for those used in regression are employed, thus

obtaining the R-squared only for the points that are outliers in either the original or in the predicted

distributions. In order to find and select these outliers the same method employed to find them in the

original regression results is employed, which is also the same used for box plots.
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The second test works in a very similar way to the first one, with the same outlier identification

method. The primary difference is that instead of it being treated as a regression problem it is done

as a binary classification problem. What this means is that the set of points is either marked as being

an outlier or not and then a set of binary classification metrics is employed to compare the real and

predicted outlier values for the DGA variables.

For both of these outlier validation approaches, the results obtained, as well as, the metrics that

were employed and their meaning will be detailed in the next chapter.

5.2.2 Problem Validation

For the second set of validations tests we employed a group of common DGA failure diagnosis methods.

Our dataset does not contain any real failure data, and as such a comparison with real values is not

possible. Furthermore, the methods that we will be utilizing are usually only applicable when a fault

has already been detected and not in general for any given sample. Although both mentioned factors

indicate that these validation tests are not totally indicative of a real application, they should still be

more than enough to get a very good approximation of the behaviour in actual operating conditions.

5.2.2.1 Duval’s Triangle

As mentioned in chapter 3, the Duval’s triangle method is amongst the most common fault diagnosis

approaches for DGA data. In order to apply this method for our validation methodology, its predictions

were obtained both for the original data and for the predicted data generated by our models. Then

the Duval’s predictions for each were compared with a multi class classification problem approach

and its respective applicable metrics.

Although the implementation is quite simple, the details for the specific values and ranges to

be used were quite difficult to come by, as this method is usually applied graphically rather than

algorithmically. These details can, for the interested reader, be found on chapter 2.

5.2.2.2 International Electrotechnical Commission Table

Another quite common DGA fault diagnosis method is the International Electrotechnical Commission

(IEC) table, where a set of gas concentration ratios is employed. As the methodology used is very
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similar to that of the Duval’s triangle, to avoid repetition it will not be detailed. Once again, the

details regarding the value ranges in the IEC table can be found of chapter 2.

5.2.2.3 Rogers Ratio

Rogers ratio also belongs to this set of common fault diagnosis approaches. Like the IEC table it uses

gas concentration ratios to make its predictions. Our methodology to handle this problem is identical

to the previous ones.

5.2.2.4 Key Gas Method

The key gas method is the final validation approach tested, once more belonging to the DGA fault

diagnosis set of approaches and with our usage of it being identical to the ones before. This one

however, requires some further detailing due to the fact that for the most part it is less formal than the

ones presented before. What this means is that there are no hard value and rules for the diagnosis and

instead it relies on the expertise and graphical analysis of an individual. We, nevertheless, searched

for reference values, which we remind are a rule of thumb rather than precise and well tested metrics.

These reference values were obtained from the work of Londo and Çelo [23]. Here the value of Total

Dissolved Combustible Gas (TDCG) is obtained by summing the concentrations of Hydrogen (H2),

Methane (CH4), Ethane (C2H4), Acetylene (C2H6), Ethylene (C2H2) and Carbon Monoxide (CO).

Then the percentage of contribution for this amount from each of these gases is obtained, and for

values above certain limits a fault is predicted.

For a CO concentration above 90%, overheated cellulose is obtained as the fault. For a C2H4

concentration above 60%, overheated oil is predicted. A value for H2 greater than 80% gives corona

in oil as the cause. Finally, for a concentration of C2H2 greater than 30%, arcing in oil is predicted.

If none of these prove true, no fault is given.

We would finally like to note that the results for all the validation problems will be, much like for

the outlier validation, detailed in the next chapter.
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5.3 Summary

Throughout this chapter we presented our combination of fine tuning tests and configurations, as

well as, the various result validation approaches implemented.

We have independently selected each parameter, model hyperparameter and preprocessing setting

in order to reduce the total number of required configuration tests. We explained how we started by

selecting the imputation method’s parameters, then moved to the initial preprocessing configuration

and hyperparameter range selection. We detailed how each preprocesing step was chosen, its impacts

compared and how we finally obtained the final very detailed model hyperparameter grid for our grid

search approach.

We followed the explaining of our testing methodology by the detailing of our result validation

approach. An outlier analisys was performed, both as a regression problem and as a binary classification

one, while a set of common DGA failure diagnosis methods were deployed to compare the obtained

results for both the original and predicted data.

Throughout the next chapter we will be analysing the best results obtained by our test tuning

approach and the respective validation metrics obtained.
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Results

In this chapter we present the totality of the results obtained from the best models in each of two

datasets. First, we look at what was obtained for the full dataset, including the general regression

performance metrics, the results for the outlier validation approach and finally those for the various

problem validation steps employed. Then, utilizing an identical approach we perform the same analysis

on the Dissolved Gas Analysis (DGA) only dataset.

6.1 Full Dataset

The full dataset contains, as was mentioned a few times in the previous chapters, the complete

feature set from the original data, including furanic compounds, sample details and particle data. As

our preprocessing was fully applied to this set, a few features might be missing due to the Principal

Component Analysis (PCA) steps.

Before proceeding with the analysis of the obtained metrics we will here explain what were the

selected models and subsets.

For the smallest subset of size 0:

• No DGA gas is present in the subset and thus all are predicted.

• A Random Forest (RF) with synthetic multi output capabilities was obtained.

For the subset of size 1:

• Hydrogen (H2) was added to the subset.

79
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• The selected model was again a RF with synthetic multi output capabilities.

For the subset of size 2:

• Ethylene (C2H2) was added to the subset.

• The selected model was still a RF with synthetic multi output capabilities.

For the subset of size 3:

• Methane (CH4) was added to the subset.

• The selected model was once more a RF with synthetic multi output capabilities.

For the subset of size 4:

• Carbon Dioxide (CO2) was added to the subset.

• The selected model changed to a Gradient Boosting Regressor (GBR).

For the subset of size 5:

• Nitrogen (N2) was added to the subset.

• The selected model changed back to a RF with synthetic multi output capabilities.

For the subset of size 6:

• Acetylene (C2H6) was added to the subset.

• The selected model remained a RF, but this time with its standard multi output capabilities.

For the subset of size 7:

• Carbon Monoxide (CO) was added to the subset.

• The selected model changed back again to a RF with synthetic multi output capabilities.

For the subset of size 8:

• Ethane (C2H4) was added to the subset.

• The selected model was, this time, a Multi Layer Perceptron (MLP) with synthetic multi

output capabilities.

Thus, for these results, Oxygen (O2) is always predicted and never a feature, while the Support

Vector Regression (SVR) and MLP with default multi output capabilities are never found to be the

best.
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Now that we have detailed the obtained subsets and respective models we will start with the

explanation and analysis of the obtained results.

6.1.1 Performance Metrics

The first set of result metrics we will analyse are those from the general regression. Although up to

this point we have not detailed them, similar tables as to table 6.1 were employed in the test section

to discern and compare different models and preprocessing configurations.

We would like to point the readers attention, once again to the aforementioned table, where some

explanation of the contents and organization is in order. The first thing to note is the meaning of

both axis. Each row of the table corresponds to a DGA gas subset of a given size, while each column

corresponds to one of the variables, with the one exception to this rule being the last column, which

simply contains the worst results for each row.

Each cell of this table contains a relatively high amount of information. Those whose content

is just "N/A" imply that the variable was not predicted for the subset size, thus being used as a

feature in the models. The other cells contain 3 different values separated by a bar. The first value

corresponds to the R-squared, the second one to Root Mean Squared Error (RMSE), while the third

one to Mean Absolute Error (MAE). This aggregation was done in order to greatly reduce the

footprint of our results, as otherwise triple the number of tables would be required. Although only

the R-squared was used for variable selection, the other two metrics permit us to have a better grasp

of the actual amounts of error incurred by our models. The last structural element of our table that

requires some explanation is the "worst" column, for which each of the several metrics was picked

independently, where, for example, the R-squared might correspond to that of H2, while the RMSE

corresponds to CO.

One further thing that we would like to point out before explaining the meaning of the exact

values obtained is that our focus will lie entirely of the values of R-squared, and for this 2 important

thresholds were defined. The first one is that of 0.7, which is generally considered a high value for

this metric, while the second one is that of 0.9, which is an extremely high value.

For the analysis of the obtained values we will start by looking at the first two and last two DGA

variables to be excluded from the models. The first variable to be excluded, and as such predicted is

that of O2, which would be expected, given its relatively high correlation with other DGA and support

variables, making it, as such, relatively trivial to predict. The second one, C2H4 was also somewhat
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Table 6.1: Table of the Full dataset general regression metrics. Results in the form R-squared | RMSE

| MAE

expected, due to its high correlation with CH4. Although in this case, neither have obvious relations

with any support variables, thus the removal of one implies that the other will be substantially harder

to predict, thus making its pair CH4 one of the last ones to be excluded.

Conversely, H2 was both the last one to be removed and the one for which the worst results

were achieved. This was observed in virtually all results, with this variable having by far the weakest

relationships with any other variables. The second to last variable to be removed, C2H2 is in a similar

situation to the previous. While not to such an extreme as H2, the strength of its relations with other

variables is also very low. These results imply that unless some new support variable is found that

is heavily related with these two variables, they will undoubtedly be the most likely candidates for

inclusion in any DGA gas sampling set.

Two very important observations to make are that if we restricts ourselves to the very conservative

0.9 R-squared threshold, the size of the viable DGA gas subset found is only one less than the total.

On the other hand, the other observation is that the more reasonable value of 0.7, allows us, if we

are willing to take some more chances, to reduce the number of measured DGA gases from 9 to 3,

which is an impressive reduction.

Although we will get to it in the next sections we would like to take this opportunity to already
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point out that the rest of the results, for the most part, validate the conclusions that were here

obtained.

One final thing that is important to note is that by using this method we found that the most

contributing factor to performance was the selected subsets. This was far more influential than

any preprocessing step or model and respective hyperparameters. It is due to this that the two

subset selection approaches had wildly different performances, stemming from their differing obtained

subsets.

6.1.2 Outlier Regression Validation

Once the model fine tuning was completed, where the selection of each step and parameter was

done by comparing the previously shown performance tables, the first of several validation steps was

performed.

On table 6.2 we can see the results for the outlier regression validation approach, which is

structured identically to the one from the previous section, including the metrics and respective

ordering. Only one thing is worth mentioning that did not happen previously. This is the presence of

"nan" values for the metrics. These mean that for whatever reason they were not applicable. In this

case it happens because of the inexistence of outlier values in N2.

The first thing we notice in this table is the very poor results for the "worst" column. These are

quite concerning and somewhat unexpected, thus warranting further analysis. We see that these

come exclusively from the O2 variable, which being the first one to be selected should exhibit the

best performance. We can also notice that although all other variables perform slightly worse than

what was seen in table from the previous section, which is to be expected, no other exhibits such a

steep drop off in performance.

Given these factors we decided to analyse the outlier values of O2, upon which the culprit was

immediately spotted. The problem lies in the fact that all but a couple values lie extremely close to

25, with only tiny variations. Thus the best model fit would be very close to a constant value. It is

well known that R-squared measures the improvement of a model in relation to that obtained by the

mean of the observations. As the best model would be close to just predicting the mean, almost no

improvement can be obtained, thus making the initial value of 0.8 surprisingly high.

Taking this into consideration, the results are far from as bad as they first appear. Bar the case
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Table 6.2: Table of the Full dataset outlier regression metrics. Results in the form R-squared | RMSE

| MAE

in which very accurate predictions of outlier values are required, which seems unlikely, these poor

results seem otherwise inconsequential. In fact, we can turn to the MAE measures, where we see

that at worst an error of 3 is expected, which given the measured values of 25 is relatively low, and in

accordance to expectations.

Given these results the next validation analysis is even more crucial, as if similar performance is

found our methodology would be in severe jeopardy.

6.1.3 Outlier Binary Classification Validation

On table 6.3 we can see the results for the outlier binary classification validation. The structure is

once again very similar, with only the metrics used being changed as this is now a classification rather

than a regression task.

Due to the nature of outliers, the classification here are undoubtedly unbalanced and, as such,

although accuracy is still a useful metric it lacks the total required capabilities to properly describe
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Table 6.3: Table of the Full dataset outlier binary classification metrics. Results in the form Precision

| Recall | F1 | Accuracy

the results. Thus, the metrics of precision, recall and F1 were also included.

Unlike for R-squared the metrics of precision, recall, F1 and accuracy do not have any well defined

thresholds for bad, good or great values. As such we have defined a set of thresholds that we found

to be reasonable for the problem at hand. As this is a binary classification problem, we would expect

a quite high accuracy and thus we set the minimum required value for this metric at 0.9. On the

other hand, we do not wish to totally sacrifice the results for the minority class of the outliers and, as

such, we selected a minimum value of 0.5 for all other metrics.

Upon initial analysis of the "worst" column we see that the minimum subset size that fulfils our

requirements is 3. Due to the previously found results we turn our focus on the O2 variable, where

we observe that it obtains in all cases the worst recall, while, on the other hand achieving amongst

the best precision. This, of course, means that the model is predicting less extreme values than the

real ones. Fortunately armed with the knowledge explaining these events and the fact that the latest

results are sufficient, we can conclude that up to this point our approach is still viable.
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6.1.4 Duval’s Triangle

With a somewhat sub-par performance of our models in the outlier validation steps, the viability of

our approach lies heavily on the results obtained for our set of problem validation methods, the first

of which is the Duval’s triangle. We can see the obtained metrics on table 6.4. Here we utilize a

deterministic model to make predictions on the sets of variables, unlike for the previous sections,

where we analyse the predictions for each individual variable. Due to this, the structure is slightly

different, with each column now representing one metric instead of a variable.

Table 6.4: Table of the full dataset Duval’s triangle classification metrics.

As we are now dealing with a multiclass classification problem, simple precision or recall are no

longer as applicable. Since these metrics compare one target variable to the rest of them, one metric

for each class would need to be created. This, combined with the number of metrics and subsets

would lead to an unfeasibly large a number of metrics to analyse. Thus, for compactness of the

results, we aggregated these by using both macro and weighed averaging. We are, therefore left with

a total of 7 metrics, with these being macro precision, weighed precision, macro recall, weighed recall,

macro F1, weighed F1 and accuracy (which suffers from the same unbalance problems).

As the weighed version gives more importance to the most common classes than the macro version,

in cases where the rare classes obtain worse results, we expect lower values for macro than weighed

metrics, with the opposite case, of course, also being a possibility. On the other hand a possibility is

that both good and bad results are present in different minority classes simultaneously, thus averaging

the results. However, in practise this was never observed, in any of the problem validation approaches.

One final thing that bears mentioning is that unlike for binary classification, Duval’s triangle

predicts 7 different classes, and thus values of accuracy, precision, recall and F1 would be expected to

decrease. Taking this into consideration, we lowered the minimum performance threshold of accuracy

to 0.6, while that of all other metrics to 0.4.
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In the initial analysis of the aforementioned table we see that these new thresholds have been

reached for a minimum subset size of 1. One thing that is however important to note is that due to

random variations in the models obtained the subset of size 4 performs worse. We note that Duval’s

triangle only uses C2H2, C2H4 and CH4, hence the perfect predictions for the subset of size 8 are a

result of the only removed variable (O2) not having any impact on predictions and thus only the real

original values being used on both instances.

The last thing that is important to note regarding these obtained results is that in all instances

the macro metrics indicate worse performance than the weighed ones. What this means is that the

minority classes attained, in general, worse results than the most common ones. This is an important

observation, as none of the models trained directly on these classes but instead on the DGA values,

which implies that the fault types were implicitly modeled. These suspicions are reinforced in the

following sections.

6.1.5 International Electrotechnical Commission Table

The second of our problem validation approaches uses the International Electrotechnical Commission

(IEC) Table in an identical manner to Duval’s triangle in the previous section. As it is once again

a multi class classification problem, where we compare this method’s output for both the real and

predicted DGA values, we once more create a table with a identical structure to the previous one,

down to the selected performance metrics.

The IEC table predicts 9 different fault types (including no fault), unlike Duval’s 7, thus we once

again reduce the value threshold for the metrics. The one for accuracy was reduced to 0.55, while

that for all other metrics was reduced to 0.35. These are of course, quite low values, but in order for

the difficulty of this task to be on par, and thus comparable, with the rest of the approaches, this

reduction is required. Since other than these thresholds, the structure, metrics and interpretation of

the variables is the same as in the previous section, for brevity, we will not redescribe them.

Table 6.5 contains the obtained results for this method. The first thing to note is that using

our defined minimum performance values, the subset size can be reduced to 2, which is worse than

Duval’s 1, but an improvement over that observed by all other methods. In fact, the overall results

are improved over all cases so far, even though this is a more difficult problem.

There are two things that are still worth mentioning. The first is that the macro averaged metrics,

again obtained worse results, thus implying that the minority classes are less well represented by our
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Table 6.5: Table of the full dataset IEC table classification metrics.

model. The other observation is that much like for Duval’s triangle, O2, which is the first variable to

be removed, is not used by the IEC table, thus explaining the perfect results for the subset of size 8.

6.1.6 Rogers Ratio

Rogers ratio is a method that works in almost an identical way to the IEC table. Also utilizing ratios

comprised of the same gases, while predicting all of the same fault types. As such, we once again use

the same table structure as those of the previous subsections, but this time, due to no difference in

number of classes we decided not to change the thresholds, thus leaving them at 0.55 for accuracy

and 0.35 for all other metrics.

The first thing we see on table 6.6, containing the results for this validation problem, is that the

performance is improved all across the board from the IEC table. This, of course, makes sense, due

to the usage of the same gases and a simpler problem with one less class to predict. With this we

conclude that great results can be obtained from only the support variables in this case (subset of

size 0).

Table 6.6: Table of the full dataset Rogers ratio classification metrics.

Once again, the macro averaged metrics achieve worse results than the weighed ones, reinforcing

our previous conclusions. Lastly, we like to remind the reader that the perfect scores for the subset of
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size 8 stem from the non usage of O2 by this method.

6.1.7 Key Gas Method

The final of our validation problems is the key gas method, where the relative concentrations of 6

gases are used to predict 4 different fault types. This means that more gases are employed than by

any other method so far, while the least amount of faults is predicted (not counting outlier methods).

Given this, the thresholds were increased accordingly, with 0.7 for accuracy and 0.45 for all other

metrics. We can see in table 6.7 that these requirements are fulfilled for the minimum subset size of

1.

Table 6.7: Table of the full dataset key gas method classification metrics.

One worrying element of our table is the fact that the overall results do not decrease as the subset

size does. This was, of course also observed in the previous subsections, but the deviations were

small enough to be within the expected model variations and as such not mentioned. Upon a more

detailed analysis we can see that the macro values in some instances present a larger difference to the

weighed ones than ever before, thus implying terrible results for minority classes. An inspection of the

predicted classes, obtained by this method, wielded the explanation as to why this is happening. This

method is by far creating the most unbalanced predictions out of all analysed. In fact, over 95% of

entries belonged to a single class. Due to this, a minor shift in the bias for our models greatly affects

the recall for the minority classes, thus explaining the results. One presented hypothesis for this is

that the way this method was implemented was somehow incorrect, however, no literature was found

validating this, and as such, we decided to still present these results.
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6.2 Dissolved Gas Analysis Only Dataset

The DGA only dataset contains, as its name implies, only DGA variables, thus containing no support

variables and making the problems more difficult. Unlike for the full dataset, transformations,

dimentionality reduction and missing value imputation are not applicable as preprocessing steps, thus

only conditional string imputation was performed.

For brevity the results tables, respective metrics, thresholds and interpretation will not be explained

as they have already been in the previous section. We, therefore, urge the reader to go back should

any explanation be found lacking in detail. Much like in the previous section we will, before analysing

the validation results, detail the obtained models and subsets, as these contain the most important

changes from before.

For the smallest subset of size 0:

• No DGA gas is present in the subset and thus all are predicted.

• A GBR model was obtained.

For the subset of size 1:

• C2H2 was added to the subset.

• The selected model was a MLP with synthetic multi output capabilities.

For the subset of size 2:

• H2 was added to the subset.

• The selected model changed back to the GBR.

For the subset of size 3:

• C2H4 was added to the subset.

• The selected model was once more a GBR.

For the subset of size 4:

• N2 was added to the subset.

• The selected model changed to a RF with default multi output capabilities.

For the subset of size 5:
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• CO was added to the subset.

• The selected model remained a RF but this time with synthetic multi output capabilities.

For the subset of size 6:

• CO2 was added to the subset.

• The selected model changed back again to a MLP with synthetic multi output capabilities.

capabilities.

For the subset of size 7:

• C2H6 was added to the subset.

• A SVR model was selected.

For the subset of size 8:

• O2 was added to the subset.

• The selected model remained a SVR.

For this set of results CH4 is never predicted, unlike for the previous ones in which O2 has the

privilege. There also is a much broader selection of models picked, with only MLP with standard

multi outputs never being selected.

6.2.1 Performance Metrics

The first set of results is contained in table 6.8, with the general regression results that were utilized

for parameter selection. The first thing to note is that regarding the "Worst" column, a minimum

size of 6 is achieved while keeping all values of R-squared above 0.7.

The first and last two variables to be included are once again of particular importance, with C2H2

and H2 being the first ones, while CH4 and O2 are the last. Here the two most difficult to predict

variables swapped order, with a couple of hypothesis explaining this. The first one, which is more

likely, is the inherent randomness in the modeling process, which is validated by different orderings

being obtained for very similar regressions. The second one is the C2H2 variable having stronger

relations with support variables than with DGA variables, when compared to H2. Nevertheless, this

was expected given the low strength of relations previously observed.
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Table 6.8: Table of the DGA only dataset general regression metrics. Results in the form R-squared |

RMSE | MAE

The variable O2 went from the last variable to be predicted to the second to last. Here randomness

is most certainly a factor, but unlike for the previous variables does not seem to be the most important.

Its strong relations with Tang Delta (90ºC), Acidity Index, Cor and other support variables that are

no longer present are more likely to have made its prediction more difficult. The last variable to be

predicted (CH4) is removed much earlier than in the previous set of results, where it is the third one

to be predicted. This however is not unexpected due to its already noted high correlation with C2H2

and no strong relations with any other variables. In fact we can see that its counterpart C2H2 is now

kept much longer, with these two variables having virtually swapped positions. All other variables

have also changed the order in which they are removed from the subset, but this can simply be

attributed to the randomness in the sampling process.

One last thing to note is the improvement of the values obtained for the two largest subset sizes,

when compared to those in the full dataset. We concluded that this is not due to random chance

but instead a concrete result, as this was verified for almost all modeling configurations. The most

likely cause is a small overfitting of the results for the full dataset when most of the DGA variables

are employed. This could not be corrected due to the model hyperparameter ranges being selected

equally for all subset sizes (individual selection was impossible due to time constraints) and tuning for

the full dataset being done by improving smaller dataset sizes (the minimum achieving R-squared
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greater than 0.7).

6.2.2 Outlier Regression Validation

Table 6.9 contains the set of results for the outlier regression validation task.

Table 6.9: Table of the DGA only dataset outlier regression metrics. Results in the form R-squared |

RMSE | MAE

Much like for the full dataset, the O2 variable significantly hinders the performance shown in the

"worst" column. The reason is the same as to the one for the full dataset, with all outlier values being

extremely similar, making a high R-squared nearly impossible to achieve. As such, by employing the

same reasoning regarding the analysis of the results we conclude that despite them being very poor,

they do not single-handedly invalidate our approach. Nevertheless, considering this set of results in a

void and using the our pre-established thresholds we conclude that the subset can only be reduced to

size 8 while having high confidence, while size 7 can only be considered if we are willing to accept

some more risks.
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6.2.3 Outlier Binary Classification Validation

The results for our outlier binary classification validation task can be found on table 6.10.

Table 6.10: Table of the DGA only dataset outlier binary classification metrics. Results in the form

Precision | Recall | F1 | Accuracy

Before going into detail on the actual performance values, one event that has not happened for

the full dataset results is present here and requires some explaining. We can see that for the variables

H2, CH4, C2H6, CO, CO2 and O2 some cells appear with "nan" values for precision, recall and F1.

Unlike for N2, in which these values are caused by the inexistence of outliers in the original data,

these new "nan" values are caused by a numerical instability in the calculation of these metrics when

all the predictions are of the same class. In all instances that this is happening the majority (not

outlier) class is being predicted. These results are however not meaningful and this format was, as

such, kept to draw attention to these cases.

With this abnormal event explained, we turn our attention to the "worst" column, were we

conclude that a minimum subset size of 4 can be obtained. A subset of size 3 would fulfill our

requirement for an accuracy greater than 0.9, but not the one for all other metrics achieving better

than 0.5 (both recall and F1 fail). Another important observation is that much like for the full dataset,

O2 achieves good precision but the worst recall values, cementing its position as a difficult variable in

which to achieve good outlier predictions.
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6.2.4 Duval’s Triangle

Table 6.11 contains the performance metrics for the Duval’s triangle validation. Our initial analysis of

the "worst" column indicates that, using the established thresholds for this task, a subset of size 3

can be achieved. We recall that for the full dataset O2, which is not used by this method, is the first

to be removed, leading to a perfect score for subset of size 8. Here the same does not happen, with

CH4 being the first removed variable, which is used by Duval’s triangle.

Table 6.11: Table of the DGA only Duval’s triangle classification metrics.

The last important difference to note is regarding the macro versus weighed metrics. Unlike

for the previous set of results, here there is no significant difference between these pairs of metrics,

showing a better balance for prediction performance between majority and minority classes.

6.2.5 International Electrotechnical Commission Table

By analysing the results of the IEC table, contained in table 6.12, we conclude that for the our defined

thresholds the minimum subset size attainable is 3.

Table 6.12: Table of the DGA only IEC table classification metrics.

Unlike for the Duval’s triangle results, a significant difference is found between the macro and

weighed versions of the performance metrics, implying as such worse predictions for the minority

classes.
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6.2.6 Rogers Ratio

Table 6.13 contains the performance metrics for the Rogers ratio validation. Upon an initial analysis

we conclude that a minimum size of 3 is achieved for our thresholds, much like for the previous set of

validation tasks. Similarly to the results from IEC table, the macro metrics achieve worse results than

the weighed ones.

Table 6.13: Table of the DGA only Rogers ratio classification metrics.

6.2.7 Key Gas Method

The final set of results for the key gas method is present on table 6.14. Employing our defined

thresholds we find that size 2 is the minimum achievable.

Table 6.14: Table of the DGA only Key Gas classification metrics.

Similarly to most of the results, the macro metrics attain worse performance than the weighed

ones. One important difference from the full dataset results is that the instability detected, with

performance sometimes improving for lower subset sizes, is not present at all. This is likely the case

due to the inexistence of support variables, thus making each subset size significantly different, while

their presence might make the random fluctuations in the modeling more important than a single

DGA variable.
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6.3 Summary

Throughout this chapter we presented the models, subsets obtained and their respective performances

for a set of 7 validation tasks. This was done for two different datasets, the full dataset and the

DGA only dataset. The regression performance of the full dataset was superior, making greater

dimentionality reduction possible. The worst set of results comes in the form of the outlier regression,

for which both datasets performed very poorly. This, however, was found to not be very significant

unless very accurate values of outliers are required for the task at hand.

Figures 6.1 and 6.2 show the overall performance for the full and the DGA only datasets respectively.

Each of the lines presents the metrics obtained compared to their defined thresholds. What this

means is that for each value, the respective threshold was subtracted, and thus values greater than 0

mean that the performance surpasses the established minimum requirement. As such, the black line

at 0 represents all of the different thresholds, with all other values being shifted accordingly. Lastly, it

bears mentioning that in each case only the worst statistic (different from the "worst" column) was

used for each case (the one for which the greater subset size is required).

Figure 6.1: Plot for the full dataset of the various metrics compared with their thresholds.

From these it first becomes clear that the overall performance metrics for the full dataset are
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Figure 6.2: Plot for the DGA only dataset of the various metrics compared with their thresholds.

better, bar some outliers, such as the decrease in performance of Duval’s triangle for size 4. Given

this, for the full dataset there are 2 sizes of more interest. First, size 2, for which all but the regression

metrics achieve the desired performance. And then size 3, where the performance values greatly

increase and general regression joins the group of those that accomplish the desired results. Given

the great increase in overall performance for just one more gas, we consider subset size 3 to be the

most enticing. For the DGA only dataset, there are similarly 2 sizes of greater interest, 3 and 4. For

size 3, 4 of the 7 validation tasks are up to par with the intended performance. For size 4, a great

performance improvement is also observed, with one more classification task achieving our intended

results. However, the increase is not as high as for the full dataset, so we conclude that size 3 is the

most promising. Thus, for both datasets a subset of size 3 was found to be the best candidate.
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Conclusion

In this chapter we present the main conclusions and takeaways from our approach, reiterating

interesting or innovative facets of our work. As this is, to our knowledge, the first work to attempt

something of this kind there are still many limitations in our approach to be corrected, and future

avenues to research.

We would like to start by stating our most important contribution. This is the identification of

viable Dissolved Gas Analysis (DGA) gas subsets of size 3. These, while reducing the number of

gases that need to be measured from 9 to 3, allow any number of models to obtain results almost

identical to those from a real full 9 gas DGA dataset. In the end two viable subsets were obtained.

Both have Hydrogen (H2) and Ethylene (C2H2), while one also has Methane (CH4) and the other

Ethane (C2H4). Although the last 3 gases are commonly employed by classical fault prediction

methods, H2, which proved to be one of the most important for our method is never used.

Another important result stems from our developed imputation approaches Regression Sampling

Imputation (RSI) and Classification Sampling Imputation (CSI), which achieved better results than

the limited set of common alternatives tested.

7.1 Limitations

Despite our frankly unexpectedly good results, our work is still accompanied with a large number of

limitations. The first and most important one, that plagues many works in this field is the dataset.

Although larger and more complete than many authors have access to, it is still insufficient in terms of
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size and quality. Although it contains a good variety of variables and information, one in particular that

is lacking is real failure data, which impossibilitates the usage of Machine Learning (ML) techniques

for fault prediction in our validation steps. With only about 1000 entries and a large amount of

missing data, which is split amongst many very different generators, the results were severely impaired.

Another limitation of our work involves the relatively small amount of subsets tested. Given that

they present half of the intended output, testing as many subsets as possible is paramount. However,

due to time and computational limitations, our subset selection algorithm only scratched the surface

of possible combinations.

The last limiting factor of our work lies in the selection of hyperparameters for our models. Despite

our best attempts the hyperparameter search grid was still relatively sparse and some combinations

were not tested due to them greatly increasing computational times. The greatest offender of this

was the Multi Layer Perceptron (MLP) model, where although larger layers, smaller batch sizes and

higher iteration counts improved performance, these parameters had to be capped. This, in large part,

occurred due to the modeling process being done exclusively on the Central Processing Unit (CPU).

7.2 Future Work

Most of our proposed and planned future work is aimed at correcting the limitations present on our

work. Our first goal would be to find a larger dataset containing data about failures and utilizing

it to both, try to achieve better performance, and to better validate our results with ML methods

trained on predicting real failures.

With a greater amount of available time or computational resources (Our approach is heavily

parallelizable) we pretend to further explore both the subset and hyperparameter search space. In

particular we intend to grow the MLP models by employing deep learning libraries to fully utilize

Graphics Processing Unit (GPU) computational performance improvements.

A different and interesting avenue for research that we plan to tackle is a further investigation of

our RSI and RSI techniques, comparing them with a richer set of imputation techniques in a variety

of problems and datasets.
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Table 1: Data summary table - Part 1
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Table 2: Data summary table - Part 2
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Table 3: Data summary table - Part 3
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